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The metrics of cardiac chronotropism:

. _ GARY G BERNTSON JOHN T. CACIOPPO, anp KAREN S. QUIGLEY

i The selectlon of heart period versus heart rate as a chronotropic metric has been considered from quantitative

: and statistical perspectives, which have not yielded a universal preference for either metric. In the present paper,
‘we discuss biometric considerations that bear on the selection of the optimal chronotropic metric. Biometeic
vidénce revedls that the transfer functions relating autonomic nerve traffic to chronotr opic effects on the heart
arehore nearly linear for heart period than for heart rate, ‘This confers considerable advantage on heart period

" as'a chromiotropic metric and can facilitate the study of psychophysiological rdaln()nshm\ We turther show that

- heart period offers greater flexibility, because heart period data can be evaluated in cardiac time units (beats) or
. in real-time units (s), whereas heart ratc data can only be analyzed in real timne, These considerations suggest clear
advantages to heart penod asa chronotropic metric,

: .DescnplorS' Autonom\c ncrvous system Hecart pcrlod Heart rate, Law of inial values, Baseline dependency,

Chronotroplc memcs -

' Consxderable dmcussnon has arisen in. the psychophyslologual
‘ lxterature concerning the selection of heart period versus heart
- rate. as the appropnale chronotropic metric (Graham, 19784,
" -.1978b; Graham & Jackson, 1970; Jennings, Stringfellow, &
‘Graham, 1974; Khachaturian, Kerr, Kruger, & Schachter, 1972;
- Richards,. 1980) This debate has largely revolved around statis-
~ tical issues related to the normality and homogeneity of variance
"of heart period and heart rate ‘distributions, and the appro-
priate time base for these altérnate metrm A]thou;,h No uni-
" versal consensus has been reached on this issue, some gencral
perspectives have emerged from the earkier literature, First,
although both heart rate and heart period distributions fre-
‘quently deviate from the normal distribution, these deviations
-are not generally severe,’ and differences across mdmdual«. or
“ages are often considerably larger than differences between the

~ " metrics (Graham, 1978b). On distributional grounds, neither

“heart rate nor heart period appear to be clearly superior in adult
subjects, although heart rate may have a slight advantage in

infants (Graham, 1978b). Finally, it has been argucd that heart

 rate is the most appropriate metric for real-time analyses, whereas
. heart period is the natural metric for analysis in cardiac time
' (Graham, 1978b). In summary, neither statistical nor distribu-
.- tional characteristics allow a universal and unambiguous selec-
- tion among pcnod and rate metrics of chronotropism.
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. Ohio State University, Columbus, OH 41212, E-mail: berntson. 2@
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[ contrast, the thesis of the present paper is that biometric
issues, which have received refatively litte attention in the his-

torical literature, offer a strong set of criteria for selection of

heart period over heart rate as a chronotropic metric.
Psychophysiological celationships enail two classes of trans-
Cformations': () {rom psychological antecedents to autonomic
outllows and (b} from autonomic outflows to functional effects
on visceral organs. Although cach of these classes of transfor-
mation is imporant in its own right, psychophysiologists are
generally more interested in the former set of transforms rather
than the peripheral autonomic physiology per se. Each of these
sets of transtormations, however, impacts on the empirical re-
sults of psychophysiological studies because the effects of psy-
chological antecedents are measured in terms of visceral response
rather than autonomic outflows. Consequently, any nonlinear-
ities at peripheral fevels may cloud or obscure psychophysiolog-
ical relatjonships. W was this general recognition, for example,
that Jed to the recommendation of skin conductance over skin
resistance as & metrnic for electrodermal response (Dawson, Scheli,
& Filion, 1990; Venables & Christie, 1980). In geoeral, it is desir-
able to minimize the impact of nonlincar peripheral transfor-
mations, so that ps)'chophyslologtmi relationships more closely

reflect and illuminate behavioral or ;>swholog:cal processes., In'

‘\\g, use the erm lrunsformauon in the g,cncral sense of a (r.msld.
tion from a set of antecedents (e.g., percepiual processing of a stima.-
lus) 1o a set of consequences (e.g., alfective reaction), rather than ia the
fnore restrictive sense of g forma! mathematical transform.

162




.?’.

g en e

B

Chronotropic metrics

this regard, we show that heart period is superior to heart rate
at a chronotropic metric. Although Graham (1978a) argued that
the natural units for analysis of heart period are in cardiac time,
and those for heart rate are in real time, we also show that heart
period offers greater anatytical flexibility. This is because time-
weighted heart periods can also be appropriately analyzed in real
time, whereas no weighting permits the proper analysis of heart
rate in cardiac time.

Biometric Considerations

Psychophysiologists are generally interested in the chronotropic
state of the heart as it relates to central processes associated with
behavioral states or reactions. Consequently, the ideal chro-
notropic metric would introduce minimal nonlinearities at the
peripheral level that could distort or obscure the relationship
between antecedent conditions and behavioral states. In the
present paper, we will show that heart period displays a more
nearly linear relationship between autonomic outflows and chro-
notropic state than does heart rate. This is important because the
inherent nonlinearities between heart rate and autonomic traffic
can introduce apparent baseline dependencies and interactions
that can distort or obscure psychophysiological relationships.

Cat (Rosenblueth & Slmeone, 1 934)

Autonomic- Chronotropic Trah.s‘fer; thctian&

lation of parasympathenc cardlac nerves in the: cat “these’ re
searchers documented a consistent inverse hyperbohc relanonslup ;
between evoked vagal activity and Heart rate: (Rosenb]ueth, 1932
Rosenblueth & Simeone, 1934). Representauve resulis dre illus
trated.in Figure 1 (upper left), which deplcts the’ chronotropl
effects of vagal stlmulanon over a wide range of. frequenc1es. :
As is apparent, higher stimulation frequencxes y1eld a°progré
sively diminished effect.on heart rate. ThlS curvnhneamy Has
since become a standard fmdmg, although some hav uggeste

in the metric of heart period, ThlS is mustrated m Fxgure L (uppe
middle), which. deplcts the. Rosenblueth and Sn'neone (1934) dala
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'hgure 1. Effects of vagal stimulation on the chronotropic state of the heart, expressed in different metrics. Upper panels: Data

are derived from Rosenblueth and Simeone (1934, Figure 1) on the chronotropic effects of vagal stimulation in the cat. Left:
Heart rate (HR) as a function'of vagal stimulation frequency. Middle: Heart period (HP) as a function of vagal stimulation -
frequency. Right: Heart rate as a function of vagal stimulation period. The large dot indicates the heart rate in the absence of
‘stimulation. Lower panels: Data are derived from Parker, Celler, Potter, and McCloskey (1984) on the chronotropic effects_ ;!
of vagal stimulation in the dog. Left: Heart rate as a function of vagal stimulation frequency. Middie: Hcan period as:a func- -
tion of vagal stimulation frequency. Right: Heart rate as a function of stimulation period. Equations in each panel express =
the chronotropic changes with frequency of stimulation. The large dot indicates heart rate in the absem.e of sumulauon (All'

Stimulation Frequency (Hz)}

Stimulation Fiequency (Hz)

functions are best-fit hyperbolic or linear functions).

Stimulation Period (s),




~ transformed into heart period. The obverse also obtains. Par-

i ker et-al. (1984) examined the effects of vagal stimulation on

o heart perlod in the dog. Their results are illustrated in Figure |
(lower mxddle), and the transformation of these data into heart
rate. is depicted in Figure 1 (lower left).

"~ This consideration is based on the expression of stimulation
in terms of frequency. This is the typical and natural metric for
neural activity, as synaptic events are transient and it is gener-

- ally the témporal density of these synaptic events that determine
aneffector response. It is important to note, however, that the

" relationship between heart rate and nerve activity can not be

Jinearized by merely changing the scaling of the abscissa from

fstlmulanon frequency to stimulation period (see Figure 1, right

. .panels).- Although it is also the case that heart period is nonlin-

: "'early related to stimulation period, the point is that heart period

does show a relatnve linearity to vagal activity when the latter

LS expressed in the appropriate frequency metric. The fact that

.- Heart period rather than heart rate assumes this linearity is re-

.- lated to the. funcnonal translation that occurs at the sinoatrial
: --__i_synapse.

‘ . The funcuohal basis of the observed linearity between vagal
5 activxty and heart périod is clarified by the model of Dexter,

Levy,,and Rudy (1989) forvagal control of the heart. This bio-

-".'p"hyé_ical madel is based on-empirically derived estimates of the
_reledse, accumulation, and chronotropic effects of acetylcho-
“line:at vagal candlac synapses of the sinoatrial node. Based on

the’ quanmauve dynamlcs of these processes, the Dexter et al.

(1989) model ‘permits an estimate of the relationship between
< vagal activation frequency. and the chronotropic state of the
heart The: predlcted function for the dog is illustrated in Fig-

" ure 2, The linearity of the predicted function relating vagal activ-

e uy to chronotropic state arises as a consequence of two nonlinear
~ . processes: (a) a negatively accelerating function relating vagal

. frequency to. acetylx,holme concentrations at sinoatrial synapses
" and (b)a positively acceicratmg function relatmg acetylcholine
. ‘concentration to heart period.
" ‘The linearity between vagal frequem:y and heaxt period is not
‘ limited t6 dogs and cats but appears to be a general feature of
" vagal control of the héart in mammals. An essentially linear rela-
tionship between vagal stimulation frequency and heart period
- has also béen reported for the rat (Berntson, Quigley, Fabro,
~ & Cacioppo, 1992) and the rabbit (Versprille & Wise, 1971).
Moreover, although humai stimulation studies are limited, the

existing data also suggest a similar linearity in the vagal control-

_of the human heart. The relation between the frequency of para-
-sympathetic cardiac nerve stimulation and chronotropic state in
humans has been reported to be approximately hyperholic when
expressed in heart raté (Carlsten, Folkow, & Hamberger, 1957)
and appears to be essentially hnear when exprcssed in heart
fpc:nod2 (Carlson et al., 1992). ‘

-Interpretation of the results of sympathenc cardlac nerve

-sumulatlon is somewhat more problematic than for the para-
sympathetic system. First, the potent blood pressure responses
'»generally produced by sympathetic stimulation can lead to strik-
- ing mcreases in parasympathenc outflow, which can reflexively

2 A threshold for chronotropic effects was apparent at low frequen-
cies, chronotropic effects plateaued at high frequencies, and sinus arrest
was observed in 2 6f the 13 subjects at higher ievels of stimulation. An
essentially lineax'relationship was apparent between stimulation frequency
“and heart period, however, within the frequency-dependent range.

G.G. Berntson, I T. Cucioppo, and K.S. Quigley
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Figure 2. Predicted function relating vagal stimulation frequency and
heart period, as derived by Dexter, Levy, and Rudy (1989). Predicted
data points were derived from a quantitative physiological modet of the
release, accwnulation, and chronotropic effects of acetyicholine at vagal
cardiac synapses of the sinoatrial node.

dampen sympathetically mediated alterations in cardiac chro-
notropy (e.g., Vassalle, Levine, & Stuckey, 1968). Alithough
indirect reflex effects must always be addressed in stimulation
studies, they are particularly critical for sympathetic stimulation
because of these potent pressor actions. Second, in contrast to
the wide dynamic range of the parasympathetic system, sympa-
thetic chronotropic control is modest, with a clear asymptotic
limit. That limit introduces a necessary nonlinearity in the func-
tions relating chronotropic state to stimulation frequency. In
fact, sympathetic stimulation begins to approach asymptotic
effects with frequencies as low as 2 Hz, and few studies have
employed sufficiently fine-grained frequency variations to ex-
plore the shape of the transfer function over the normal physi-
ological range of control. One exception is the recent study
of Berger, Saul, and Cohen (1989) in the dog. The possibility
of reflex confounds was ¢liminated by functionally isolating the
heart from central control. Results of this study are illustrated
in Figure 3 (left). As is apparent, the relationship between stim-
ulation frequency and heart period closely approximates the
linear, at least over the range of frequencies tested.

Because of clear asymptotic limits to sympathetic effects,
nonlinearities are inevitable as these limits are approached. In-
deed, some degree of nonlinearity is generally seen in sympa-
thetic stimulation studies, over a broader range of frequencies.
This is apparent in the classic study of Levy and Zieske (1969)
in the dog, in which best-fit polynomial functions were derived

* by relating autonomic stimulation frequencies to heart rate, Al-

though nonlinearities are apparent in these functions, the coef-
ficients for higher-order polynomial components are modest,
and a linéar function provides a relatively good fit to the data.
This is illustrated in Figure 3 (right), together with heart period
transforms of the heart rate functions. Because of the relatively

" small dynamic range of sympathetic control, both heart rate and

heart period functions could be closely approximated by linear
functions. The linear functions accounted for 99% of the vari-
ance in heart rate and 97% of the variance in heart period. Thus,

. for sympathetic chronotropic control, the selection of either

heart rate or heart period as a metric would not appear to intro-
duce serious biometric biases in psychophysiological analyses
as long as levels of parasympathetic control remain relatively
constant across time or conditions. When chronotropic state is

- expressed in heart rate, however, even sympathetic effects can
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be severely distorted by level shifts associated with parasympa-
thetic actions. We will consider this issue in detail below.

Neurophysiological recording of autonomic activity in car-
diac nerves. Direct electrical activation of autonomic nerves
reveals that heart period displays a greater overall linearity with
the frequency of nerve stimulation than does heart rate. Although
potential reflex biases in these studies were generally precluded
by decentralization, stimulation can not be expected to yield the
normal spatiotemporal patterning characteristic of endogenous
activity. Direct recordings of endogenous autonomic activity,
however, have provided converging evidence on the linearity be-

tween heart period and autonomic nerve traffic. An approximate .

linearity between vagal firing rate and heart period has been
demonstrated over variations in endogenous vagal activity asso-

ciated with both respiration (Jewett, 1964; Katona, Poitras, Bar- -

nett, & Terry, 1970; Koizumi, Terui, & Kollai, 1985; Lumbers,

McCloskey, & Potter, 1979) and baroreceptor activation induced -

either mechanically or pharmacologically (Katona et al., 1970;
Koizumi et al., 1985). Importantly, this linearity was apparent
over a wide range of vagal activity and heart period levels {e.g.,
changes in heart period >500 ms, or 160 bpm; Lumbers et al.,

1979). Morcover, the Koizumi et al. (1985) study suggests that

the linearity between autonomic outflows and heart period char-
acterizes sympathetic as well as parasympathetic cardiac nerves.
These results are illustrated in Figure 4, which shows the rela-
tions between variations in heart period and the endogenous
activities of sympathetic and parasympathetic nerves during slow
spontaneous fluctuations of heart period and blood pressure,

Summary and implications. The studies just discussed doc-
ument a more nearly linear relationship between autonomic out-.
flows and heart period than for heart rate. Indeed, with heart
period as the metric, the linear components of the functions
relating autonomic activities to chronotropic state account for

the vast proportion of the variance. In the earlier éxamples, =

nerve stimulation and endogenous nerve activity were expressed
in frequency units (Hz). This is a natural metric for expressing
neurophysiological unit activity because, for example, doubling
(or halving) the frequency reflects a doubling (or halving) of
nerve activity. This correspondence would not hold if nerve
activity were expressed as period, Nevertheless, the relationship
between heart rate and nerve activity might assume linearity if

Stinulation Frequency {(Hz)

uon frequencxes in lhlS sludy). and v.was Sct to

nerve stxmulauon or actmty were expressed ina pcnod-metn
In fact, Figure 1 (eft panels) 1llustrates that thisisnot. the cas
Heart rate evidences a. nonhnear relationship to. autonomlc nerve
activity, regardless of.the memc within which the nerve activ-
ity is expressed. Thus, when chronotropnc state is exprcssed in
heart rate, autonoric-effector transfer f] unctions can introduce

substantial nonlinear distortions into psychophysnologlcal rela- e
uonshxps We now turn.to this issue.. "

Consequences of Nonlinearzttes for Psychophysiology : e
Statistical and distributional characteristics of heart rate and e
heart period do not: permn a defmmve selection between these = - . o
metrics. Moreover, because heart raté and-Heart: penod are..
mutual reciprocals; there is- -a fundamental symmetry in the
quantitative consequences of these reciprocal transformis. These -~
consequences are illustrated by the classxc problem of baselme i
dependency in psychophyswlogy
. The dependéncy. of phasic, response on baselme funcuonal

state has been atraditional problem in psychophysiology (Lacey ‘
& Lacey, 1962; Wilder; 1957, 1967). Perhaps the most widely. " -
recognized “law” in psychophysiology is the law of initial val-"* ...
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Figure 4. Relationship beiween spontaneous fluctuations in heart bcrio_d :

- and neurophysiologically recorded activity in autonomic cardiac nerves.. '

Results are derived from Koizumi, Terui, and Kollai (1985) Each data -
point represents the average over 20 heait cycles '
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. Wes (L1V), which was foriulated to account for response vari-
- @nce-attributable to baseline levels; In Wilder’s (1957, 1967)
- formulation, the LIV asserts that at higher initial baseline lev-
- ©lsy in¢remental responses to function-raising stimuli tend to be
- Smaller, and décremental responses to function-depressing stim-
uli tend to be larger (and vice versa at lower baseline levels).
A ‘systematic change in the magnitude of response as a func-
tion of baseline level introduces added complexity and poten-
.tial biases jn psychophysiological analyses. On the one hand, to
the extent that baseline dependencies arise from the functional

.- Organization of central behavioral-autonomic systems, they con-
.. Stitute inherent aspects of psychophysiological relationships that
warrant study. On the other hand, apparent baseline dependen-

" Cies introduced as artifacts of the metric one selects can obscure
Eawful relationships and lead to erroneous interpretations. Thus,
& responseof fixed heart period magnitude that is independent
‘©F baseline will evidence an apparent baseline dependency when
‘expressed in heart rate. Symmetrically, a baseline-independent

~~-he€art rate response will-display a baseline dependency when

expressed in heart period.

.. Biometrics and the reciprocal symmetry. Because of the sym-

- mietry-in the consequences of reciprocal transforms, an obvious
- uestion arises as to whether heart rate or heart period affords
. a more felicitous metric for psychophysiological studies. The
o bic’y'rhetric'issues'-r'aised earlier, however, address this question.
... ‘A's Tong as asymptotic limits are not.approached, the essential
- linearity between autonomic outflows and heart period implies
" that autonomic-effector transform functions, per se, would nei-
" -ther impose nor obscure a correlation between the amplitude of
‘an autonomic responsé and the autonomic baseline. In contrast,

- . the nonlinear transformation of heart period into heart rate can
. be mathématically biased toward a correlation between basal
"state arid phasic respouse, even when no such correlation exists
"* in autonomic control mechanisms? C
© -, Although potential biases associated with the use of heart rate
- "yay have modest consequences for some types of questions, as

heart rateand heart period are monotonically related, they can

seriously distort other psychophysiological analyses, The inter-
pretive errors that can be introduced by spurious.baseline depen-
dencies are illustrated by a recent study of the contributions
of the autonomic branches to the chronotropic response to or-
" thostatic and psychological stressors (Berntson, Cacioppo, &
.Quigley, 1994;-Cacioppo et al., 1994). Baroreflex responses asso-
ciated with the.assumption of a standing posture yield recipro-
cal increases in sympathetic, and decreases in parasympathetic,

-control of the heart (Berntson, Cacioppo, & Quigley, 1993b; .

Head & McCarty, 1987; Spyer, 1990). By selective blockades of

3 Rate measures compress data at lower heart rate tevels (longer

theart periods) and expand values at faster heart rates (shorter heart .

: per_,iods). This selective compression/expansion of chronotropic values
- introduces a differential bias related to the direction of phasic résponse.
Transforms of fixed incremental heart period responses into heart rate
yield an apparent baseline dependency in accord with the law of initial
values (LIV). The resulting heart rate decrements becone larger at higher
basal levels and smaller at lower levels. The transformation of equiva-
1ent decremental heart period responses into heart rate, in contrast, leads
to ‘an apparent baseline dependency thatis contrary to the LIV. In this
- &ase, resulting heart rate increases become larger at higher basal levels
and smaller at lower basal levels. Thus, heart rate measures can either
exaggerate or oppose physiological bascline dependencies, depending on
the direction of the phasic response. .

G.G. Berntson, ST Cuacioppo, and K.8. Quigley

the autonomic branches, phﬂf"“‘c‘o"’gicm antagonists can pro-
vide quantitative estimates of the independent contributions of
the branches to the chronotropic response (pcrm.son ctal., 1994;
Stemmler, 1993; Stemmter, Grossmar, Schmxc.!, & Foerster,
1991). Based on an analysis of hczm‘l?.crmds (lurmgT pha‘rmaco-
logical blockades, we found a significant level of tonic sym-
pathetic control of cardiac chronotropy, i‘“d. an even greater
level of parasympathetic tone, under basal sitting conditions
(Cacioppo et al., 1994). In accord with the known physiology of
orthostatic stress, pharmacological blockadces also revealed that
the decrease in heart period associated with standing was attrib-
utable to a significant increase in sympathetic control (—19 ms),
and an even larger reciprocal decrease in parasympathetic con-
trol (—84 ms). The decrease in parasympathetic tone during
standing was also indicated by the significant decrease in the
magnitude of respiratory sinus arrhythnia, a noninvasive index
of parasympathetic control of the heart {e.g., see Berntson,
Cacioppo, & Quigley, 1993a, Porges, 1986).

When these data were transformed into heart rate, however,
analyses of pharmacological blockades suggested a minimal and
nonsignificant parasympathetic contribution to the response
to orthostatic stress. This was due to the large basal shifts in
chronotropic levels produced by pharmacological blockades,
together with the associated biases introduced by the nonlinear-
ities inherent in heart rate-autonomic relationships. These biases
are illustrated by the effects of parasympathetic blockade with
atropine. In the unblocked condition, the heart rate increase
associated with standing was approximately 16 bpm (from a
baseline of = 72 bpm). By blocking the parasympathetic contri-
bution, atropine should allow an evaluation of the independent,
residual contribution of the unblocked sympathetic branch.
After atropine, however, standing continued to yield an approx-
imately 16-bpm heart rate increase. This suggested that increased
sympathetic activity alone accounted for the heart rate effect,
with minimal contribution from the parasympathetic system.

This interpretation is confounded, however, by the large
baseline shift in heart rate produced by atropine (from 72 to
117 bpm). The comparable heart rate responses Lo orthostatic

- challenge, under atropine, are attributable to this large increase

in baseline levels, together with the nonlinear heart rate trans-
form that exaggerates responses at high basal levels. Fortunately,
this confound was detectable by a recently developed validity
index for blockade analyses, which captures potential biases in

- blockade studies, including those associated with nonlineari-

ties in psychophysiological response functions (Beratson et al. ,
1994). This validity metric revealed that the estimate of para-

- sympathetic control derived from heart rate had low validity .

whereas the comparable analysis of heart period yielded valict

estimates (see Cacioppé et al., 1994). In this case, inappropri-

ate interpretations based on heart rate data were precluded by
the availability of a validity statistic in the Cacioppo et al. (1994
blockade study. In many cases, however, potential biases from®
the nonlinearities in the autonomic-heart rate relationship may

20 undetected.

. Another example derives from the literaturc on autonomic
Interactions. Mutual inhibitory interactions among the auto-
nomic branches, for example, have been documented in the
autonomic control of the heart (Hall & Potter, 1990; Levy, 19843
Levy & Zieske, 1969; Manabe et al., 1991). These interactions
complicate the estimation of the independent contributions of
the autonomic branches to psychophysiological response. Al-
though true interactions should not be disregarded, their mag-
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nitude, and hence their impact on psychophysiological analyses,
may be exaggerated by the use of heart rate (Quigley & Bernt-
son, 1994). indeed, the inherent nonlinearities between auto-
nomic nerve traffic and heart rate can appear as “interactions”
among the autonomic branches, even when no functional inter-
action exists. Given a general linear model between autonomic
outflows and heart period, the dynamic range of the sympathetic
branch, for example, is equivalent at varied levels of parasym-
pathetic control (and thus basal heart period). When expressed
in heart rate, however, the dynamic range of the sympathetic
branch varies considerably as a function of the parasympathetic
level, being maximal at low parasympathetic levels and negli-
gible at the highest levels of parasympathetic tone. That is, the
functional consequences of sympathetic activity now appear to
interact with vagal control.

A recent study of autonomic interactions in chronotropic
control, under relatively naturalistic conditions, is particularly
illuminating (Stramba-Badiale et al., 1991}, Chronic vagal stim-
ulation electrodes were surgically implanted in dogs, and the
animals were allowed to recover from anesthesia prior to test-
ing. Sympathetic activation was then induced by exercise, while
varied levels of vagal stimulation were delivered. Results, re-
ported in both heart rate and heart period, revealed significant
autonomic “interactions” only when the chronotropic state was
expressed in heart rate. In a recent analysis of the interaction
literature, Quigley and Berntson (1994) documented (a) that
autonomic interactions are generally exaggerated when expressed
in heart rate, and (b) when expressed in heart period, residual
interactions are largely limited to the extremes of autonomic
activation. Autonomic interactions constitute an integral and
important aspect of autonomic control, and should not be dis-
regarded. At the same time, however, the magnitude of these
interactions can be exaggerated, and spurious interactions intro-
duced by the use of heart rate. This imposes an unnecessary
complexity in psychophysiological analyses.

Summary and implications. The findings and considerations
just outlined indicate that the use of heart rate as a chronotropic
metric can bias estimates of baseline dependency and autonomic
interactions in psychophysiological studies. Indeed, apparent
baseline dependencies and autonomic interactions can be spu-
riously introduced by nonlinear heart rate transforms. If not
recognized, these transformational artifacts can complicate
interpretations of chronotropic response and lead to erroneous
conclusions concerning psychophysiological relationships. Al-
though both baseline dependencies and autonomic interactions.
may in fact influence psychophysiological measures, attempts
to identify and quantify these phenomena could be appreciably
facilitated by the use of heart period as the chronotropic met-
ric. In addition, the use of heart period can greatly facilitate
interpretations of pharmacological blockades, as the nonlin-

earities in heart rate can appear as biases in validity estimates

derived from blockade studies {Berntson et al,, 1994). -

The Time Base Issue

Graham (1978b) raised an issue as to the appropriate time base
(real time vs. cardiac time) for the alternate metrics of heart rate
versus heart period. This is an important issue because it may
set analytical constraints on the use of heart period and heart
rate metrics. Graham argued that heart rate is the appropriate
metric for real-time (second by second) analyses, whereas heart

period is more appropriate for analyses in cardrac trme (beat by
beat). The argument i$ based on the-fact that for uribiased ¢
mates the average value across subsets of data will equal the
overall average. Graham iHustrated the problem with the
ple shown in Table 1, where three beats oceur within the. Span
of 25. This yields an 0vcrall heart rate of 90 bpm (3 beats/ 2%,
1.5 beats/s * 60 = 90 bpm), and a mean heart penod ofO 667 s
or 667 ms (2 s/3 beats = 0.667 s/beat or 667 ms/beat) When-
the unit of analysis is cardiac time (beats), the average of the
individual heart periods yields an unblased,csumate of the:ovet:
all heart period ({900 + 300 + 800 ms]/3 = 667 ms), wheréas
the average of the beat-by-beat heart ratés does not equal th
overall heart rate (113.89 vs. 90 bpm Table 1) In contr
when the unit of analysis is real time ), the average ofv the‘
second-by-second: heart rate values now provrdes an unbia
estimate of the overall heart rate ([80 +.100]/2 =90 bpm), but.
the average of the second- by—second heart perlod values daes.
not equal the overall heart penod (675 vs. 667 s, Table 1).:
This is a crucial issue because common: statlstlcal analyse
sume the use of unbiased estimates. In fact when chronotroprc
state is a repeated-measures factor, main effects are derived from
the average across the repeated measures.. Because of the po--
tential biases in estimates of central tendéricy for heart penod-,
expressed in real time, and for heart rate: expressed in‘cardiac i
time, Graham (1978b) recommended that heart period be used’ .
for analyses in cardiac-time and heart rate for real-time analyses:

The quantitative bases for the recommendation of Graham'. . -
(1978b) are relatively straightforward. ’Wheh‘hé;art'p'e'riods (with. .
dimensions of s/beat) are analyzed in units of cardiac time, the ;..
heart period values are appropnately scaled in the basic unitof .
analysis (i.e:, beats). Because of the’ common denommator,' S
heart period- values can be aggregated across subsets of beats, -
and the mean of these subsets will yield' the OVerall average hedrt :
period across all beats (see Table.l). In contrast, the basic unit - - -
for real-time analyses is seconds, whereas the heart period val- .
ues are scaled in urits of beats (ms/beat) Because beats vary " -
in duration, when heart penods are aggregated over time, . they-
do not have a common denommator consisterit with the unitof” -
analysis (s). Hence, as illustratéd in Table 1, the average of the e
mean heart period across seconds may not equa] the overall heart '_ e

. period ‘averaged across all beats. .

Similarly, when heart rate in beats/s is analyzed in real tlme :
the heart rate values are appropriately scaled and expressedin -
the basic unit of analysts (i.e., s). Again, because of the com-
mon denommator heart rate values can be aggregated across

- subséts of time (s), and thie mean of these resulting subsets will

yield the overall average heart period across all intervals (see
Table 1). When analyzed in cardiac units, however, the time scal-
ing of heart rate (beats/s) is not consistent with the unit of anat-
ysis (beats). Because interbeat iitervals may differ, when heart
rate values are aggregated across beats, they are not appropri-
ately scaled by the respective durations of those beats. Conse-
quently, the dverage heart rate values for individual beats may -
not equal the overall heart rate averaged across all beats, =

Heart period. The problem can be further illustrated by cen- S
sidering the analysis of heart period in real time. Because beats: -
differ in duration, individual heart periods (in ms/beat) arenot .~ ...
evenly scaled in the units of analysis (s), and when agg'r’eg’ate‘df S
over time (as in the derivation of second-by-second meansy they = .~
are not appropriately weighted by their duration. Thus, as illus- "~ -
trated in Table 1, the average of the mean heart penod across - - .-
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Table 1 The Time Base Pmblem as Posed bv (‘laham (/9760}

800 s

i

——

Cardiac units (3 beats)

3

. 1S —

Clock units (2 5) }

2

Data format

F

Hcart rdtc

Heart period®

Units of analysis (denominator) Ddtd subscl (mns/beat) bcalﬁ/ s b“‘“"‘“‘“
Overall 3 beats in 2 s 667 1.5 90. 00
Cardiac units (beats) Beat | 900 1.11 66.67
’ Beat 2 300 3.33 200.00
Beat 3 800 1.25 75.00
Mean 667 1.90 113.89
- Real-time units (s) Second 1 750 1.33 80.00
: Second 2 600 1.67 100.00
Mean 675 1.50 90.00

: "Allhough this heart period would genua}ly bc consider ed to be out of the physxologncal range, we employ dm
value 50 as Lo be consistent with the example of Graham (1978b). ®For beats that cross second boundaries,
_ the individual heart rate and heart period estimates are based on the proportion of the beat falling within the

velevant I-s interval.

) §e_¢6ijxds-may not éq'u'aI the overall heart pveri'od averaged across
-‘all beats. Thiis, ‘as. Graham (1978b) pointed out, violates the

.. definitional: requnrement of an arithmetic mean. In short, the

o method employed by Graham for deriving mean heart period

i over time, which is commonly employed in the literature, does

- not: yleld ‘heart penod estimates that are appropnate for real-
. ume analyses, . -

..'This Himitation, however, is related to the manner by which

o mean heart penods are estimated-and should not lead to a gen-

- eral proscription of the analysis of heart period data in real-

time units. The primary interest in real-time analyses is the
estimation of chronotropic levels at given points in time, or in
the temporal structure of chronotropic changes. Consequently,
the unweighted averaging of heart periods over time does not
appropriately scale the individual beats by the retative propor-
tion of the temporal interval that they occupy (Cheung & Porges,
1977; De Boer, Karemaker, & Strackee, 1985; Porges & Byrne,
1992). This is further jllustrated in Table 2, by a time-sampling
approach to estimating mean heart period, which is similar to
the approach of Cheung and Porges (1977) and De Boer et al.

Table 2. Analyzmg Heart Perlod Data in Cardmc and Real Time

Cardiac iinils" @3 beals) o

is

—

"Clock 'ﬁnils (2 s) -
Time series sémpling (100 ms)

Tr>r'f.z¢:1rr-rrrf1x17?,

t

Data subscl

Jbeatsin2s

Beat 1
Beat 2
"Beat 3
Mean

Second 1
Second 2
Mean

Units of analysis (denominator) -

" Overall )
Cardiac units (beats)

: Reahime units (5)

Heart period Welghlcd hcar( pcrlod *

(ms/ beat)

o e (ms/bcdt)
667 770
900 000
300

300
800
667 800
- 667
50 840
600 .
P 700
770

‘ *Werghted heart period is the sum of the produc(s of the
overall interval (in seconds).

individual beats and their durauons divided b)’ (ht’
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(1985). Table 2 depicts the heart period values of Table 1, to-
gether with a time series (arrows) for the estimation of the in-
stantancous heart period at 100-ms intervals. For the overall
25 epoch, this time series estimation would yield 9 samples at
900 ms for the first beat, 3 samples at 300 ms for the second beat,

and 8 samples at 800 ms for the last beat. This approach appro-
priately weights the individual beats by the proportion of the
(2-5) analytical epoch that they occupy, and yields a time-
weighted estimate of the heart period over that epoch of 770 ms.

This weighted mean {(mn,,) represents the sum of the individ-
ual heart periods multiplied by the proportion of the (2-s) inter-
val occupied by the respective heart period (i, = [900 ms *
9/20] + {300 ms * 3/20] + [800 ms * 8/20] = 770 ms). This is
equivalent to summing the products of the individual heart peri-
ods and their respective durations, and dividing by the number
of scconds in the analysis interval (i.e., mn,, = [900 ms 0.9 +
300 s * 0.3 + 800 ms * 0.8)/2 s = 770 ms). Similarly, for the
first second, the time series estimation would yield 9 samples at
900 ms for the first beat, and 1 sample at 300 ms for the second
beat, vielding a weighted mean of 840 ms (imn,, = [900 ms *
0.9 + 300 ms*0.1])/1 s = 840 ms). In like fashion, the weighted
mean heart period for the next 1 s is 700 ms (mn,, = [300 ms *
0.2 + 800 ms * 0.8]/1 s = 700 ms).

Table 2 shows both the raw and the weighted heart period
values expressed in both cardiac and real-time units. When ex-
pressed in units of cardiac time, the average of the beat-by-beat
heart periods equals the overall average, whercas this identity
does not hold for real-time units, That is, raw heart period val-
ues provide an unbiased estimate of the overall mean, and thus
conform with definitional requirements only when expressed in
units of cardiac time. For weighted heart period values, how-
ever, the sccond-by-second (real-time) means now equal the
overall weighted mean based on all heart periods, whereas the
beat-by-beat (cardiac-time) values do not. Thus, time-weighted
heart periods fulfili the definitional requirements articulated by
Graham, and permit analysis of heart period data in real time.

The time-weighting outlined above scales the heart period
data to a common (1 s) denominator, so that the average of
the second-by-second mean heart periods now equals the over-
all average heart period. The average of the second-by-second
means thus provides an unbiased estimate of the overall aver-
age, and one obtains the same answer whether treating the sub-
sets (s) as units or averaging the numerators over the common
denominator. The net effect of this weighting is to increase
the relative contribution of longer beats to the mean estimates,
because they occupy a longer period of time. The weighted heart
period mean for the first second of Table 2, for example, lies

closer to the value of the longer beat rather than at the arith- .

metic center of the two beats that contribute to this interval,
This is appropriate because real-time analysis entails analysis
across time, not across beats. This time-weighting is computa-

tionally simple, and is equivalent to the time series approach ‘

used for illustration (Table 2). it permits valid real time: analY-
ses of heart period data. :

In summary, for analysis in cardiac time, heart period is al-
ready expressed in the units of analysis, and heart period data
require no further weighting to meet the definitional require-
‘ment enumerat_ed by Graham. For real-time analyses, however,
the dimensions of heart period do not comport with the tempo-
ral units of analysis and must be weighted by time. The time-
weighted heart periods have a common denominator expressed
in the basic unit of analysis (s} and fulfill the definitional require-

ments for an unbiased estimate. Thus, hcart penod ata can: be o
analyzed cither in cardia¢ time ofin real ttme, ‘but when analyzed
in real time the heart period ¥ ‘'values should be ti eight ed. ‘For
analysis in cardrac time, heart perxod values are alfeady scaled
in the basic units of analysts (beats). and no further-wetgh n_
is necessary. :

Heart rate. An obverse time base problem arrses in the anal
ysis of heart rate data that relates to the applrcabrhty of: heart :
rate measures (Graham, 1978b; Thorne, Engel,: & Holmblad
1976). When heart rate is analyzed in real time; the averagc f _
the second-by-second means yields an unbtased estima of_‘ the o
overall mean for all seconds {see Table l) This'is due to thefact -0
that heart rate (in beats/s ot beats/mm) is alrcady expressed in
the basic unit of analysis (time). In-contrast, when heart rate data.
are analyzed in cardiac time, the .average of ‘the beat-by‘beat g
heart rates.does not cqual the overall average. heart rate (5¢
Table 1). This is-because:the beat-by-beat hear rate estimates -
(in beats/s) are not scaled in the fundamental umt.o '_analysts :
{cardiac units or beats). This. creafesa’ problem when' analyzmg
heart rate data in units (¢.g., beats) that do not. correspond o
the temporal dimension of the rate metric (beats 'm) im0

The natural units of” analysrs for raté data-dre- temporal'
units, because time is the common denommator of rate (e.g,
beats/min). Hence, the average-of the means of rateé over sub-
sets of time would yield an unbiased csumate of the overall, N
average rate. In contrast, beats can vary-in duration, and rate”
data over these units is riot appropriately scaled by time. This *
is reflected in the fact that the average-1. 9 bps or 113 89 bpm .
{see Table 1) at.ross beats does not equal. the overall average heart -
rate, and thus does not provide an unblased estimate.of the over- .
all rate. As noted by Graham (l978b), these beat-by-beat esti< .
mates-of rate could be equalized into’ stancl_ard temporal units *.
by muitiplying the rates by the duration of the respective beat .-
and' dividing by the overall (2-s) interval (i.e., {1.11% 0.9+
3.33%0.3 + 1.25%0, 8]/29 =1.5 bps),and the mean of thedata -
would now quantltatrvcly equal the defrmtronal meart of 1.5 bps, B
The meaning of these werghted values is obscure, however, be-
cause the weighting would equate the esumates of each beat'to = .
a value of 0.5 and eliminate all variance (1.11%0.9/2 =0.5 bps; -
3.33%0.3/2 =0.5; 1.25.%0.8/2 = 0.5 bps). In short, beat-by-
beat heart rates donot provide unbiased estimates of the over-
all heart rate, and they cannot be meamngfully time werghted

Summary and lmpllcatzons These considerations reveal that
the time base issue imposes constraints on the analysis of heart

4Graham (1978b) presented an illuminating example of a 60-mile trip
between two points (A and B) at 60 mph, and a retura trip at 30 mph.
Graham posed the question, what is average speed over the combined
trips? The answer of 45 mph may seem intuitive, but it is incorrect.
Although 45 mph represents the arithmetic mean of the speed across the - -
two trips; the trips differ in length and are not appropriately scaled by
time. Because the outbound trip takes 1 hr, and the return trip 2 hr, the. -

~average speed over both trips is 40'mph (1 hr at 60 raph, and 2 hr at

30 mph = [60 + 30 + 30]/3 = 40). Because the 45-mph estimate does
not appropriately weight the two trips for their duration, it yields a biased . -
estimate of the average speed. If the speed were estimated to be 45 mph,
for example, and the overall outbound and return trips took 3 hr, the. . .
estimated distance traveled would be 135 miles (45 mph *3 hr),-and the .-
estimated distance between points A and B would be 67.5 miles. In fact; .
tll;% drs;ance between A and B was only 60 mtles and the overall trlp‘ o
miles
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rate and heart period data in cardiac and real time. 1n accord
with Graham (1978b), the natural units for the analysis of heart
period data are beats, whercas the natural units for heart rate
data are seconds. Heart period data, however, can be appro-
priately analyzed in real time if the data are weighted by the
duration of the beats. In contrast, heart rate data can only be
properly analyzed in real-time units.

Conclusions

Some investigators have expressed a preference for heart period
as a chronotropic metric (Jennings et al., 1974; Khachaturian
etal., 1972), whereas others prefer heart rate, at least for infants
(Graham & Jackson, 1970; Richards, 1980). Graham (1978a)
provided a thorough review of the literature, including a fur-
ther analysis of a wide array of data from both infants and
adults, using both raw values and difference scores, and for data
derived both within and between subjects. Graham concluded
“while several criteria should be taken into account in deciding
between period and rate, there is no reason to reject either mea-
sure out of hand on the basis of distributional properties”
(Graham, 1978a, p. 491). She pointed out that neither metric
has a consistent advantage for adult data, although for infants,
rate may tend to be more normally distributed and evidence
greater homogeneity of variance.

Although distributional properties do not provide for a defin-
itive sclection between the alternate chronotropic metrics, con-
siderations refated to biometrics and analytical flexibility reveal
considerable advantages to heart period. Biometric evidence
reveals that the transfer functions refating autonomic nerve {raf-
fic to chronotropic state are more nearly linear when chrono-
tropic effects are expressed in the metric of heart period. The
significance of the relative linearity between autonomic out-
flows, and heart period is that a given unit of heart period
change represents a constant change in autonomic outflow inde-
pendent of baseline. In contrast, the nonlinearities inherent in
antonomic-heart rate relationships can introduce, ipso facto,
apparent baseline dependencies and autonomic interactions into
psychophysiological relationships. Psychophysiological relation-
ships are comprised of two general sets of transforms, from
antecedent conditions to central autonomic outflows, and from
autonomic outflows to functional effects on visceral target
organs, Nonlinearities in the latter set of transforms can com-
plicate psychophysiological studies because they can distort or
obscure lawful relationships in the transforms from antecedent
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conditions to central behavioral/autonomic states. Apparent
baseline dependencies introduced by the nonlinearities inherent
in heart rate, for example, can either exaggerate or attenuate
manifestations of the LIV. Moreover, the use of heart rate as
a meltric can sputiously introduce apparent autonomic interac-
tions in psychophysiological relationships. In short, biometric
considerations suggest significant advantages to the use of heart
period over heart rate as a chronotropic metric. It is important
to note that this advantage is not dependent on an absolute fin-
carity between autonomic outflows and heart period, but only
on the fact that heart period is more lincarly related to auto-
noinic traffic than is heart rate.

Other factors, of course, must also be considered carefully
in the sclection of the optimal chronotropic metric. These in-
clude the distributional characteristics of the data relative to the
assumnptions of statistical tests, and the analytical flexibility of
the metric relative to alternate time bases. The natural unit of
analysis for heart period is cardiac time (beats), and for heart
rate real time (seconds). A simple time weighting of beart period
data permits appropriate analyses of heart period data in real
time, wherecas no parallel weighting permits analysis of heart rate
data in cardiac time. In addition to biometric considerations,
this confers considerable advantage to heart period as a chro-
notropic metric.

In the aggregate, the issues considered here suggest clear ad-
vantages, and minimal disadvantages, to the use of heart period
as a chronotropic metric for adult subjects. For infants, distri-
bution characteristics may confer some advantage to the use of
heart rate over heart period. Many common statistical analyses
are relatively robust to violations of normality and homogene-
ity of variance, however, and heart period would have consid-
erable biometric and analytical advantages for infant studies
as well. Ideally, data should be cvaluated for conformity with
assumptions of statistical tests regardless of the chronotropic
metric employed. If assumptions are seriously violated, then
alternate approaches should be followed. That may include the
use of distribution-free statistical tests, or the heart rate metric.
if heart rate is used, investigators may find it worthwhile to rep-
licate their analyses in heart period to examine the potential
impact of underling biometric relationships on the obtained pat-
tern of results.

In summary, heart period would appear to offer considerable
advantages over heart rate as a chronotropic metric. Although
heart rate may be appropriate in some cases, investigators should
be aware of the interpretive difficulties and analytical limitations
inherent in heart rate metrics.
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