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Abstract

Contemporary findings reveal that autonomic control of dually innervated target organs cannot adequately be
viewed as a continuum extending from parasympathetic to sympathetic dominance. Rather, a two-ditnensional
autonomic space, bounded by sympathetic and parasympathetic axes, is the minimal representation necessary to
characterize the multiple modes of autonomic control. We have previously considered the theoretical implications
of this view and have developed quantitative conceptual models of the formal properties of autonomic space and
its translation into target organ effects. In the present paper, we further develop this perspective by an empirical
instantiation of the quantitative autonomic space model for the control of cardiac chronotropy in the rat. We show
that this model (a) provides a more comprehensive characterization of cardiac response than simple measures of
end-organ state, (b) permits a parsing of the multiple transformations underlying psychophysiological responses,
(c) illuminates and subsumes psychophysiological principles, such as the Law of Initial Values, (d) reveals an inter-
pretive advantage of expressing cardiac chronotropy in heart period rather than heart rate, and (e) has fundamen-
tal implications for the direction and interpretation of a broad range of psychophysiological studies.

Descriptors: Autonomic nervous system, Autonomic space, Autonomic control, Autonomic modes. Heart period,
Chronotropic state, Parasympathetic, Sympathetic

The sympathetic and parasympathetic branches of the auto-
nomic nervous system (ANS) have traditionally been viewed as
subject to reciprocal central control, with increasing activity of
one branch associated with decreasing activity of the other. This
doctrine of autonomic reciprocity offered an autonomic paral-
lel to Sherrington's (1906) influential concept of reciprocal inner-
vation within the somatic nervous sy.stem and provided a simple
theoretical vantage for conceptions of the nature of autonomic
control. Although the reciprocal model represents one common
mode of ANS regulation, exceptions to this pattern of auto-
nomic control have been recognized historically. Early work of
Gellhorn and colleagues suggested that coactivation of both
vagal and sympathetic divisions of the ANS could be seen under
some conditions (Gellhorn, Cortell, & Feldman, 1941). Even
organ selective patterns of autonomic coactivation were implicit
in Cannon's (1939) metaphor, in which the parasympathetic
system was likened to the keys of a piano and the sympathetic
division to its pedals. These early perspectives presaged contem-
porary views, which emphasize the flexibility with which cen-
tral mechanisms can modulate autonomic outfiows. It is now
clear that autonomic coactivation, as revealed by direct neuro-
physiological recordings and psychophysiological measures, can
be triggered by basic cardiovascular reflexes a.s well as by behav-
ioral states or processes (Berntson, Cacioppo, & Quigley, 1991;
Fukuda, Sato, Suzuki, & Trzebski, 1989; Iwata & LeDoux,
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1988; Koizumi, KoUai, &Terui, 1986; Koizumi, Terui, &Kollai,
1983; Obrist, Wood, & Perez-Reyes, 1965; Quigley & Berntson,
1990). Activity in the two ANS divisions may vary reciprocally,
coactively, or independently (see Berntson et al., 1991).

The multiple modes of autonomic control have substantial
implications for psychophysiological concepts, the selection of
response measures, and the design and interpretation of psycho-
physiological studies. We have recently propo.sed a general quan-
titative model of autonomic control and consequence, which
subsumes the doctrine of autonomic reciprocity within a broader
conception of the multiple modes of autonomic control (Bernt-
son et al., 1991). In the present paper, we (a) give a brief over-
view of this conceptual model of autonomic control, (b) expand
on this conception and provide a quantitative instantiation of
this general model for autonomic control of cardiac chronotropy
in the rat, (c) illustrate the utility of this tnodel in specifying basal
and dynamic patterns of autonomic control in behavioral con-
texts, and (d) consider the extension of this model to humans
and its implications for psychophysiology,

A Quantitative Model of Autonomic Space

The essence of the traditional doctrine of autonomic reciproc-
ity is an autonomic vector or continuum, which extends from
sympathetic activation at one etid to parasympathetic activation
at the other extreme. According to this model, the state of auto-
nomic control at any given time is characterized by a point on
this continuum. An autonomic continuum, however, fails to
adequately represent instances of coactivation or coinhibition
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Table 1. Modes of Autonomic Control

Parasympathetic response

Sympathetic response

Increase

No change

Decrease

Increase

coactivation

uncoupled para.sympathetic
activation

reciprocal parasympathetic
activalion

No change

uncoupled sympathetic
activation

ba.seline

uncoupled sympathetic
withdrawal

Decrease

reciprocal sympathetic
activation

uncoupled parasympathetic
withdrawal

coinhibition

of the sympathetic and parasympathetic branches or indepen-
dent changes in a single autonomic division. We outline below
a more comprehensive two-dimensional model of autonomic
space, which subsumes the doctrine of autonomic reciprocity
and ctiibodics the alternative modes of control.

tnodes of Autonomic Control
The potential patterns of autonotnic control over dually inner-
vated target organs are outlined in Table 1, which depicts all
classes of increased, decreased, or unaltered activity in the two
ANS divisions. The nine cells of Table 1 can be further grouped
into three major categories: (a) coupled reciprocal tnodes, in
which activities of the two divisions are negatively correlated,
(b) coupled nonreciprocal modes, in which activities are posi-
tively correlated, and (c) uncoupled modes, in which activity
changes are uncorrelated. The classical reciprocal patterns, in
which activities of the two divisions are negatively correlated,
arc represented by the cells in the upper right (reciprocal sym-
pathetic tnode) and the lower left (reciprocal parasympathetic
mode). Coupled responses in which the activities of the two divi-
sions are positively correlated are represented by the cells in the
upper left (coactivation) and lower right (coinhibition). The
retnaining cells (except baseline) depict autonomic tcsponscs in
one ANS division that are uncorrelated with chatiges in the other
(uncoupled sympathetic and uncoupled parasympathetic modes).

The modes of autonomic control have distinct functional
properties (Berntson et al., 1991). Given opposing influences of
the autonomic divisions, reciprocal changes in the two auto-
nomic divisions yield mutually synergistic effects on the target
organ.' Hence, the reciprocal mode exhibits the widest dynamic
range of control and yields the greatest target organ reactivity.
Moreover, because the changes in both divisions produce simi-
lar directional responses in the target organ, reciprocal modes
yield a high degree of directional stability in the organ response.
In contrast, nonreciprocal modes of coactivation and coinhibi-
tion tend to minimize functional responses of the target organ,
because changes in the two autonomic branches yield oppositig
effects. Thus, both the dynamic range and the reactivity are
reduced. Moreover, nonreciprocal modes have a fundamental
instability in response direction that depends on which auto-
nomic division predominates. The uncoupled modes have fea-
tures intermediate to those of the reciprocal and nonreciprocal
modes of control.

Two-Dimensional Autonomic Space
The modes of Table I and the intermediate forms exhaust the
potential patterns of autonomic control at any given moment.
Each of the modes of Table 1 has been documented in both
physiological and behavioral studies (see Berntson et al., 1991).
In view of these findings, autonomic control cannot be viewed
as lying along a single vector or continuum extending from para-
sympathetic to sympathetic dominance. Rather, a two-dimen-
sional autonomic plane, as illustrated in Figure 1, is the minimal
representation required to capture the multiple modes of auto-
nomic control. This conception of autonomic space subsumes
the doctrine of reciprocity along the reciprocal diagonal, which
extends from sympathetic to parasympathetic dominance. The
model also incorporates nonreciprocal modes, in which activi-
ties of the two autonomic branches are positively correlated, as
vectors along or parallel to the diagonal of coactivity. This two-

'These functional properties apply for dually innervated organs that
receive aniagoni.stic innervations from the two ANS divisions. With .syn-
ergistic actions, the properties of reciprocal and nonreciprocal modes
would he reversed.

1. Two-dimensional representation of autonomic space. Axes
units are expre.s.sed as a proportional activation of the sympathetic and
parasympathetic branches. On the diagonal of reciprocity, increased
activity in one autonomic division is associated with decreases in the
Other. On the diagonal of coactivity. activities in the autonomic branches
concurrently increase (coactivation) or decrease (coinhibition). The
arrows along the axes depict uncoupled changes in the single ANS divi-
sions. These arrows, and vectors parallel to them, illustrate the major
modes of autonomic control.
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dimensional autonomic space represents uncoupled modes as
vectors along or parallel to the marginal axes.

Autonomic .Space and Target-Organ Effects
Psychophysiological relationships entail two major classes of
transformations: (a) from psychophysiological antecedents to
autonomic outfiows and (b) from autonomic outfiows to func-
tional effects on target organs. An inherent confound therefore
exists as to the form and locus of psychophysiological relation-
ships, because transformations at one stage can obscure or con-
found other transformational stages. By quantifying autonomic
space and its manifestations at end organs, variance in psycho-
physiological data associated with the second of these transforms
can be specified. Elimination of this source of variance may clar-
ify or reveal psychophysiological relationships that would oth-
erwise remain obscure.

Tbe two-dimensional autonomic plane depicted in Figure 1
represents all possible levels of autonomic outfiow to the tar-
get organ. Each point within this autonomic plane specifies a
unique combination of sympatbetic and parasympatbetic activ-
ities, which will manifest in some physiological effect on the target
organ. The development of a comprehensive model of autonomic
control requires the specification of the functions relating pat-
terns of autonomic outflow to physiological manifestations at
the end organ. A general equation expresses this transformation:

(1)

where /„ is the functional state of the target organ for any /
(sympathetic) andy (parasympathetic) locus in autonomic space,
^ is the ba.sal functional state in tbe absence of autonomic input,
S, and P, are the independent activities of the sympathetic and
parasympathetic innervations at point //, and C, and C,, are
coupling coefficients, which reflect the relative functional impact
of sympathetic and parasympathetic activities on the target
organ. For illustrative purposes, potential interactions among
the ANS divisions are expressed in the general term I,j, which
can be expanded into polynomial components (S,Pf, S^P^,
S,-Pf, ,S^Pf). ( is an error term that includes, among other
things, local (nonneural) hormonal, thermal, and metabolic
effects.

Equation I represents a general form of the quantitative
model of Levy and Zieske (1969) for the autonomic control of
the heart. The terms of this equation refiect the three principles
of autonomic control outlined by Berntson et al. (1991). The
principle of innervation states that target organs can be either
singly or dually innervated by the autonomic branches. For
dually innervated organs, both coupling coefficients are non-
zero, whereas for singly innervated organs, one coefficient is set
to zero. The principle of conjoint action maintains that the two
autonomic divisions may have either opposing or synergistic
actions on dually innervated organs. This principle is manifest
in the signs of the coefficients C, and C,,, which are equivalent
for concordant actions and opposite for opponent actions. The
principle of multiple modes stipulates that the two autonomic
branches may vary independently. This principle is reliected in
the separate activation functions S, and P,, where / andy may
vary reciprocally, nonreciprocally, or independently.

Equation 1 provides an estimate of the functional state of a

target organ for any locus in autonomic space. This target organ
state can be described by an effector surface overlying the two-
ditnensional autonomic plane.

Empirical Instantiation of Autonomie
Spaee in the Rat

Equation 1 and its repre.sentation of the autonomic effector sur-
face have been useful in the exploration and quantitative mod-
eling of general principles of autonomic control (Berntson et al.,
1991). Specific psychophysiological applications would further
benefit from an etnpirical implementation of this general model
for a given target organ in hutnans. For initial model develop-
ment, however, the greater control and experimental fiexibility
with animals offer considerable advantages. We pre.sent an
empirical instantiation of this model lor the chronotropic con-
trol of the heart in rats. The rat is increasingly employed in car-
diovascular research, and a large body of bebavioral and
physiological literature exists on this speeies.

The instantiation of a quantitative model of autonomic space
requires specification of four sets of parameters that define the
terms of Equation I; (a) the intrinsic heart rate (I3) in the absence
of autonomic control; (b) the dynamic ranges of sympathetic
and parasympathetic chronotropic control, which define the val-
ues of the coefficients C, and C,,; (c) the effector-transform
functions of the marginal sympathetic and parasytnpathetic axes
(.S', and P,); and (d) the potential interactions atnong the branches,
which allow specification of the interaction tertn (/y). These
parameters permit the construction of an effector surface for
chronotropic control of the heart in a given species.

Intrinsic Heart Period
The intrinsic heart period (/3), or zero point of autonomic con-
trol, can be indexed by dual pharmacological blockade of the
autonomic branches or by surgical denervation of the autonomic
control of the heart (Randall, Kaye, Randall, Brady, & Martin,
1976, Randall, Kayc, Thomas, & Barber, 1980). For the
Sprague-Dawley rat, reported basal heart period under complete
dual blockade has been quite consistent, ranging from 158 ms
(Head & McCarty, 1987) to 161 ms (Corre, Cho, & Barnard,
1976) or to 166 ms from our laboratory.'^ The average of these
values (162 ms, corresponding to a heart rate of 370 bpm) pro-
vides an estimate of the chronotropic state of the heart at the
(0, 0) intersection of Figure I. This value compares closely with
estimates from our laboratory derived frotn the results of sin-
gle blockades (160 ms)' and to estimates for rats of the Wistar
(166 ms; Lin, 1974) and Wistar-Kyoto (169 ms; Murphy, Sloan,
& Myers, 1991) strains.

•̂ We express chronotropic stale in terms of heart period rather than
heart rale. Heart period constitutes a linear scale, whereas heart rate rep-
resents a nonlinear iranslorm of this scale. The linearity of the heart
period scale confers considerable advantages for the development of
quantitative tnodels of chronotropic control.

'Lin and Horvalh (1972) described a sutitractive method for deriv-
ing intrinsic heart period from the results of single blockades of the auto-
nomic divisions. Unlike dual blockade, this method is subjecl to potential
confound from indirect rcllex effects of blockade of one division on the
activity of the unblocked division. This method, however, generally
yields results that are concordant with those of dual blockade.
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Dynamic Ranges of the Autonomic Branches
The wcightitig coerticietits (C, and C,,) represetit the dytiatnic
ranges of the autonomic divisions. With the units of the auto-
nomic axes (S, and P,) expressed as a proportional activation
(frotn 0 to I), these coefficients represent the absolute ranges
of sytTipathetic and parasytnpathetic chronotropic control (in
milliseconds). These coefficients can be estitnated given a knowl-
edge of (a) the intrinsic heart period, (b) the heart period under
maxitnal sytupathetic control (HPs,,,,,,,), and (c) the heart pe-
riod tttider maxitnal parasympathetic control (HPp,,,,,,.). In the
absence of parasympathetic control, the sytiipathetic coefficient
is defined as

(2a)

Similarly, in the absence of sympathetic control, the parasym-
pathetic coefficieni is

C,. = HPp,,,,, - (3. (2b)

Maximum sympathetic control. Ati estitnate of HPs,,,,,^ can
be derived frotr heart period under exercise. Exercise to exhaus-
tion yields tiiaxitnal sytnpathetic activation and cotnplete para-
sytnpathetic withdrawal of the chronotropic control of the heart
(Bolter & Atkinson, 1988a; Corre, Cho, & Barnard, 1976;
Ekblom, Kilbotn, & Soltysiak, 1973). For exatnple, administra-
tion of a beta-adrenergic agonist (isoproterenol) yields no fur-
ther decrease in heart period after tnaximal exercise in the rat
(Bolter & Atkinson, 1988b), and parasympathetic blockade has
no effect on heart period under these conditions (Corre et al..
1976; Ekblotn et al., 1973). These findings indicate a maxitnal
endogenotts sytnpathetic control of the heart and a nonsignifi-
cant residual parasytnpathetic inlltience under extreme exercise.

Although the shortest heart period (tnaxitnal hearl rate) dur-
ing exercise in rats varies somewhat with weight, sex, and strain,
these variations ate tninimal for adult anitnals. Reported val-
ues generally range frotn 100 to 110 tns (Bolter & Atkinson,
1988a; Corre et al., 1976; Sonne & Galbo, 1980), yielditig an esti-
tnated tnaximal exercise heart period of 105 ± 5 tns (571 bptn)
for the rat. A cotnponent of the heart period effect of exercise,
however, is attributable to direct thertnal effects on the cardiac
pacemaker, which have been quantitatively defined for the rat
(Bolter & Atkinson, 1988b). When the fortnula of Bolter and
Atkinson is etnployed to remove direct effects of tetnperature,
WP.V,,,,,, for the Sprague-Dawley rat is =120 tns (corresponding
to a heart rate of 500 bptn).

Converging evidence on this value comes from two indepen-
dent lines of evidence. Bolter and Atkinson (1988a) etnployed
the beta-adrenergic agonist isoproterenol, both iti vivo and in
vitro, to estitnate the maximal sytnpathetic effect on cardiac
chronotropy in the rat. The tninimum heart periods obtainable
with isoproterenol were 122 tns in vivo and 121 tns in vitro.
These values correspotid closely to the 120 tns derived frotn exer-
cise data. A second line of converging infortnation cotnes from
a study of the baroreflex in the rat (Head & McCarty, 1987).
Bolus infusions of nitroprusside were employed to decrease
blood ptessurc and yield a baroreflex activation of sytnpathetic
outflow and inhibition of vagal control of the heart. With tnax-
imal baroreflex activation, adtninistration of atropinc failed to
significantly affect heart period, indicating a complete with-

drawal of vagal control at the extremes of hypotension. Under
these conditions, the baroreflex yielded an asymptotic sympa-
thetic activation at a heart period of 119 ms. This index of max-
itnal sympathetic control, which would be largely uneonfounded
by thermal effects, is highly comparable to the estimated 120 ms
derived from exercise data.

Based on these converging lines of evidence, the mean esti-
tnate of HPs,,,^y for the rat is =120 ms, which represents less
than a 2% disparity from the values of the three independent
estimates derived above. This estimate reflects both the direct
sympathetic neural innervation of the heart and the indirect sym-
pathoadrenal cotnponent, both of which reflect central sympa-
thetic outflows.''

Ma.\imum parasympathetic control. An estimate of
is also available for the rat. Among the most potent influences
on vagal control of the heart is the dive reflex. This is a life-pre-
serving response to subtnersion, triggered by trigeminal affer-
ents and chetnoreceptors (Daly, 1984). The dive reflex entails
a redistribution of blood to the central core, coupled with a mas-
sive vagal outHow. Although this retlex is most fully developed
in diving species, it is also striking in humans and other terres-
trial mammals and probably accounts for the remarkable sur-
vival of children after prolonged submersion. In rats, the diving
reflex results in a striking increase in vagal outflow and a vir-
tually complete withdrawal of sympathetic cardiac tone. Div-
ing bradycardia is largely elitninated by parasympathetic
blockade but is not attenuated by sytnpathetic blockade or
adrenetgic depletion (Lin, 1974). Two controlled studies of the
dive reOex in luianesthetized rats revealed a rapid increase in
heart period to 403 ms (Huang & Peng, 1976) and 419 ms (Lin,
1974), yielding a tnean estimate for HPp,,,^,^ of =411 ms.'

These end-point estimates of HPs,,,^,^ and HPp,,,,,^ provide
anchors for the nortnal extremes of autonomic control of cardiac
chronotropy. Ideally, however, additional convergent evidence
for the estitnate of HPp,,,^^ from alternative measures would be
desirable. Moteover, further information is necessary to define
the shapes of the marginal functions of the autonomic axes.

Autonomic Transfer Functions: .Autonomic Outflows
and Effector Response
Considerable evidence indicates that the axes functions (S, and
Pj) of autonomic space show an essentially linear relationship
with cardiac chronotropy (expressed in heart period) over their
full dynatnic range. The most definitive lines of evidence come
frotn direct neural stitnulation and recording studies of the car-
diac nerves. Early stitnulation studies (e.g., Carlsten, Folkow,
& Hamberger, 1957; Rosenbleuth, 1932) generally reported a

•'Stmlics in twih humans and dogs show that total cardiac denerva-
lion or heart transplant largely eliminate dramatic, short-latency car-
diac responses in behavioral contexts (Ratidall. Kaye. Randall, Brady,
& Martin, 1976; Sloan. Shapiro. & Gorman. 1990). Adrenomediillary
catecholamines, however, could sometimes tnanifest in delayed and
greatly attenuated responses. Neural and adrenal components of sym-
pathetic control eould be parsed in liiture refinements of the present
model by adrenalectomy or the u.se o\' selective cateeholamine receptor
antagonists and blockers of catecholatiiine release troin sympathetic
nerve terminals (see Tiieker & Domino. 1988).

^Because anesthesia or severe anoxia can seriously confound the
estimate of parasympathetic eontrol. we CNcluded studies that employed
anesthetized anitnals or prolonged dive dutations (>30 s).
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hyperbolic relationship between vagal stimulation frequency and
heart rate. When expressed as heart period, however, these rela-
tionships become linear. More recent studies have confirmed the
approximately linear relationship between vagal stimulation
frequency and heart period in humans, dogs, cats, and rabbits
(Carlson et al., 1992; Dexter, Levy, & Rudy, 1989; Ford &
McWilliam, 1986; Furukawa, Wallick, Carlson, & Martin, 1990;
Parker, Celler, Potter, & McCloskey, 1984; Stramba-Badiale
etal., 1991; Versprille & Wi.se, 1971). Moreover, a relatively lin-
ear function has been reported for the relationship between heart
period and endogenous vagal activity (Katona, Poitras, Barnett,
& Terry, 1970; Koizumi, Terui, & Kollai, 1985). Although lin-
ear relations in biological systems are rare, the quantitative bio-
physical model of Dexter et al. (1989) reveals that this linearity
arises as a result of two nonlinear processes. Specifically, the
model maintains that accumulation of acetylcholine (ACH) at
cardiac effector synapses is a negatively accelerating function
of vagal activity, whereas the effect of ACH on cardiac chro-
notropy is a positively accelerating function of concentration.
The result of these two nonlinear processes is the observed lin-
ear relationship between vagal frequency and heart period.

We have recently confirmed the linearity between vagal fre-
quency and heart period in the rat through direct stimulation
ofthe vagus nerve (Berntson et al., 1992). Regression functions
of heart period on stimulation frequency revealed that 93-97''/o
ofthe variance in heart period could be explained by the linear

component. Figure 2a shows the results of vagal stimulation in
a representative animal. We have also found a similar linearity
with direct stimulation of the central vagal source nuclei (nucleus
ambiguus) in the rat (Figure 2b).

In addition to defining the shape of the vagal marginal func-
tion, this stimulation study also provides converging informa-
tion on the value of HPp,,,ax, as identified from the literature
on the dive refiex. At maximal frequencies, vagal stimulation
in the rat consistently yielded chronotropic effects that exceeded
normal physiological levels, resulting in sinus block or other
severe arrhythmias (Berntson et al., 1992). This end-point value
was highly consistent across animals and provides an additional
estimate of the maximal vagal control of the heart. This maxi-
mal heart period value averaged 401 ms, which approximates
that identified from the dive refiex (411 ms). The average of
these two indices of maximal vagal control yields an estimated
HPPmax of =406 ms, which is within 2% of the independent
estimates derived from the literature on the dive refiex and from
neural stimulation.

Although the parasympathetic innervation can exert extreme
chronotropic actions that exceed normal physiological limits,
chronotropic actions of the sympathetic system are more lim-
ited and generally show a clear a.symptotic maximum. However,
the frequency of sympathetic stimulation shows an approxi-
mately linear relationship with heart period, up to asymptotic
levels. As with vagal stimulation, this linearity between stimu-
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Figure 2. Chronotropic effects of vagal
stitnulation. (a) Effects of direct electri-
cal stimulation of the decentralized right
vagus nerve, as a function of stitnulation
frequency in a representative anitnal.
Sympathetic cardiac effects were blocked
by atenolol (5 mg/kg). [Data derived from
Berntson, Quigley, Fabro, & Cacioppo,
1992.) (b) Effects of direct electrical stim-
ulation of the vagal source nuclei, as a
function of stimulation frequency under
comparable conditions. The dashed lines
depict the obtained data, and the solid
lines illustrate the linear regression func-
tion. (Data are frotii unpublished studie.s
on central stimulation following the same
general protocols as Bernt.son, Quigley,
Fabro, & Cacioppo, 1992.)
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lus frequency and heart period appears to be species general
(Berger, Saul, & Cohen, 1989; Kerin, Louridas, Edelstein, &
Levy, 1983; Levy & Zieske, 1969). Sitnilarly, a linear function
has been reported for the relationship between heart period and
endogenous sympathetic activity over relatively wide variations
in heart period (Koizutni et al., 1985). These studies unifortnly
indicate that the shape of the tnarginal functions for autonotnic
space has an essentially linear telationship to cardiac chronot-
ropy expressed in heart period.

The linearity between autonomic outflows and heart period
confers both pragmatic and theoretical advantage to the speci-
fication of cardiac chronotropy in heart period rather than heart
rate. First, units of time, rather than transformed units of rate,
have a tnore natural relationship to the temporally dependent
ionic processes of sinoatrial pacemaker cells (Dexter et al.. 1989).
Time units are necessary for analysis of cardiac cycle effects or
other within-beat processes. Second, because period is a linear
scale, a given unit change in heart period is equivalent regard-
less of the basal starting point, an identity that does not hold
for rate measures. Third, because heart period is linearly related
to autonomic activities, a given tnillisecond change in heart
period represents an equivalent change in autonotnic outflow
independent of baseline.

A Quantitative Model of Chronotropic
Control in the Rat
Given the estitnate of /3 (162 ms) and the end points of auto-
nomic control (HPs,,,,,^ = 120 ms; HPp,,,,,, = 406 tns) as defined
above, the values of the coefficients can be derived from Equa-
tions 2a and 2b. Specifically, the sympathetic coefficient is
120 — 162 ms = —42 ms, and the parasympathetic coefficient
is 406 - 162 tns = 244 ms. Inserting these values into Equation
1 gives

ANS Plane & Effector Surface Isoeffector Contours

fij = 162 - 425, + 244/ ,̂ + /,, + (3)

The eat diac (chronotropie) effector surface. In the absence
of interactions. Equation 3 yields a cardiac effector surface
that represents the heart period for all points on the autonomic
plane (i.e., all possible combinations of sympathetic and para-
sytnpathetic activities). The autonotnic plane and effector sur-
face illustrated in Figure 3 exhaustively repre.sent all loci within
autonomic space and the chronotropic state of the heart for each
locus within this space. Each of the autonomic axes range frotn
0 to 1, reflecting the proportional activation in the correspond-
ing autonotnic division. For the illustration, the lengths of the
axes are scaled relative to the overall dynamic range of sympa-
thetic atid patasympatlietie chronotropic control (i.e., by the
tnagnitude of the coefficients C, and C,,). This normalizes
directional displacements of a given di.stance on the effector sur-
face to equivalent heart period changes.

Isoeffeetor contours. On the surface depicted in Figure 3, a
given chronotropic state of the heart is atnbiguous with regard
to its autonotnic origins. This is evident in the isoeffector con-
tour lines projected onto the autonomic plane of this figure.
These contours illustrate the tnultiple loci on the autonomic
plane that yield an equivalent psychophysiological state of the
target organ. This many-to-one mapping underscores the
indeterministn when inferring changes in autonomic activities
or behavioral processes ba.sed solely on changes in the functional
state of dually innervated organs. Because identical psychophys-
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Figure 3. Two-dimensional autonomic plane and its associated effec-
tor surface. The effector surface represents the chronotropic .state of the
target-organ tor all loci within autonomic space, as derived trom Equa-
tion 3. The axes dimensions are in proportional units of activation. The
length of the axes are scaled in proportion to the dynamic range of the
autonomic branches so that a given distatice along on either axis corre-
sponds to an equivalent heart period change. The dotted lines on the
autonotnic plane are isoeffector contours, which illustrate loci with
equivalent chronotropic effects. The right panel illustrates the transla-
tion of one of these isoeftector contours into equivalent chronotropic
states on the autonomic surface. The arrows indicate the directional
movement vectors associated with reciprocal and coactive modes of auto-
nomic control.

iological outcomes may arise from different autonomic loci,
information beyond a simple measure of target state may be nec-
essary to determine autonomic origins of a psychophysiologi-
cal response. The autonomic space model, however, makes it
possible to uniquely specify autonomic responses as a function
of movements along the two autonotnic axes.

Phasic reactivity as tnovetnents within autonotnic space. The
cardiac effector surface of Figure 3 represents the chronotropic
state of the heart associated with all possible loci on the auto-
notnic plane. Hence, knowledge of the location in autonomic
space can define the basal chronotropic state of the heart. More-
over, phasic movements within autonomic space translate into
a respon.se trajectory across the effector surface. Any change in
the location on the autonomic plane would necessarily result in
a corresponding tnovement on the effector surface. Given the
existence of isoeffector contours, however, this change may or
may not manifest in an alteration of the psychophysiological
state of the organ. Consequently, time-varying locations in auto-
notnic space provide an unambiguous account of both the auto-
nomic origins and the tetnporal dynamics of chronotropic
response, even for tnovements along isoeffector contours that
do not tnanifest in heart period changes.

The effector surface and the tnodes of control. The modes
of autonomic control described in Table 1 can be depicted as
directional tnovements on the effector surface. Reciprocal
modes of control are tiianifested by translations on the effec-
tor surface along or parallel to the reciprocal diagonal of auto-
nomic space (left to right axes intersections). In contrast.
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autonomic coactivation or coinhibition is reflected by surface
translations along or parallel to the diagonal of coactivity (front
to back axes intersections). Uncoupled changes in the autonomic
divisions manifest in surface translations parallel to the auto-
nomic axes.

The features of the effector surface topography (Figure 3)
also illustrate the general properties of the modes of autonomic
control. Because reciprocal changes in the two autonomic
branches exert mutually supportive effects on the target organ,
the reciprocal mode of control yields the highest slope (surface
gradient) and the widest dynamic range. In contrast, coactive
changes in the two autonomic divisions yield opposing actions
on the target organ. Con.sequently, this mode is associated with
a lower slope and a lower dynamic range, as indicated by the
coactive diagonal of Figure 3.

Psyehophysiologieal Mapping: Autonomic Space
and Effeelor Surface

The autonomic plane and overlying effector surface provide an
important means of mapping psychophysiological responses. To
accomplish such mapping, responses must be specified along the
two autonomic axes. One approach to e.stimating the responses
along the sympathetic and parasympathetic axes is selective
pharmacological blockade of the two autonomic branches,
which reveals the independent action of the unblocked division
(Berntson et al., 1991; Stemmler, Grossman, Schmid, & Foer-
ster, 1991; Tucker & Domino, 1988).*

Orienting and Defensive Reactions
An example of such a mapping is presented in Figures 4 and 5,
which illustrate the time-dependent response of rats to a non-
signal acoustic stimulus of two intensities (60 and 80 dB). Con-
sistent with the distinction between orienting and defensive
responses, the high-intensity stimulus evoked notable tachycar-
dia or decreased heart period, whereas the low-intensity stimu-

'^Interpretation of the results of autonomic blockade is discussed in
Berntson, Cacioppo. and Quigley (1991) and Stemmler. Grossman,
Schmid, and Foerster (1991). The validity of inferences derived from
autonomic blockades is dependent on two assumptions: (a) that the phar-
macological blockade.s are relatively complete and (b) that blockade of
one division does not indirectly alter the activity of the unblocked divi-
sion. Incomplete blockades can underestimate the independent activities
of the autonomic branches, because residual intiuences of the partially
blocked division continue to contaminate heart period responses. Ide-
ally, studies employing pharmacological antagonists should include a
dual blockade condition to confirm the effectiveness of the autonomic
blockades. A second source of confound can arise from potential indi-
rect effects of autonomic blockade, including reflex adjustments, which
alter the activity of the unblocked division. This problem is generally
less important lor heart period, because cardiac chronotropy is not
directly monitored and regulated physiologically. Fortunately, it is pos-
sible to explicitly test for such confounds and for interactions among
the autonomic branches that could confound analyses. Equation 3 per-
mits the derivation of an expected heart period response template, ba.sed
on the independent estimates of the activities of the autonomic branches.
Any bias in the estimates of these autonomic activities, derived from
blockade conditions, would yield an expected response template that
deviates from the response observed in the unblocked condition. The
absence of appreciable distortions of chronotropic measures frotn selec-
tive autonomic blockade is indicated by the close agreement between the
observed unblocked cardiac responses and those predicted by E-̂ quation
3 as derived from selective blockades. Stemmler et al. (1991) offered
quantitative strategies for dealing with these confounds when discrep-
ancies are apparent.

lus resulted in a predominant bradycardia or increased heart
period. The autonomic bases of these cardiac responses were
investigated (Ouigley & Berntson, 1990) by the administration
of a parasympathetic antagotiist (scopolamine methyl nitrate;
0.1 mg/kg) and a sympathetic beta-l adrenergic antagonist
(atenolol; 5 mg/kg).

Figure 4 illustrates the cardiac response time functions to the
two stimuli in the unblocked control condition and after separate
blockades of the parasympathetic and sympathetic branches.
Pharmacological blockade revealed characteristic features of
autonomic coactivation in response to the low-intensity stitnu-
lus. The deceleratory response to this stimulus was eliminated
by parasympathetic blockade, indicating that this bradycardia
arose from a transient increase in parasympathetic control of
the heart. Scopolamine not only eliminated the stimulus-induced
bradycardia but unmasked a notable cardioacceleratory response
to the low-intensity stimulus. The acceleratory response appar-
ent under parasympathetic blockade probably reflected a con-
current sympathetic activation, which is nortnally obscured by
the more potent vagal response. Consistent with this interpre-
tation, sympathetic blockade yielded an increase in the magni-
tude of the stimulus-induced bradycardia. These results suggest
that the low-intensity stimulus induced a coactivation of the two
autonomic branches, which mutually opposed or dampened the
cardiac manifestations of the other division. Selective blockades,
however, were able to reveal the independent activities of the
two autonomic divisions.

In contrast to this pattern of autonomic coactivation, the
defensive-like response to the high intensity stimulus entailed a
more complex temporal pattern consisting of an initial uncou-
pled sympathetic activation, later accompanied by a moderate
reciprocal parasympathetic withdrawal. The acceleratory
response to the high-intensity stimulus was dramatically atten-
uated by sympathetic blockade but was only minimally affected
by parasympathetic blockade. Based on the responses obtained
under parasympathetic blockade, both the high- and low-inten-
sity stimuli yielded approximately equivalent sympathetic acti-
vation throughout the poststimulus period. The primary
difference between the responses to the two stimuli appeared to
be in the parasympathetic contribution, which increased to the
low-intensity stimulus, and decreased to the high-intensity stitn-
ulus (see Figure 4).

The expected chronotropic consequences of these autonomic
responses were derived by Equation 3, based on independent
activities of the autonomic divisions under selective blockade.
F'or the.se derivations, the interaction term was considered to be
null. The chronotropic responses observed in the unblocked con-
ditions are replotted, along with the predicted response tem-
plates, in the right panels of Figure 4. Any bias in the estimates
of the independent activities of the autonomic branches, aris-
ing for example from incomplete blockades or from indirect
effects of the pharmacological agents, would yield a predicted
response template that deviated from that observed in the
unblocked condition. The predicted and observed heart period
functions of Figure 4 showed a relatively close correspondence,
suggesting that the blockers provided accurate estimates of the
activities of the autonomic branches. This correspondence is
especially notable because the control and blockade data were
obtained in separate (counterbalanced) sessions on separate
days. The results further indicate that Equation 3 may yield a
relatively good approximation of the unblocked respon.se, even
in the absence of an interaction tertn.
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4. Mean cardiac responses of rats (iVs = 12-14) to a nonsignal acoustic stimulus of low intensity (60dB)and high inten-
sity (80 dB). Left panels illustrate the heart period responses in the unblocked condition (solid lines) and after sympathetic (atenolol,
5 mg/kg) or parasympathetic (.scopolamine methyl nitrate, 0.1 nig/kg) blockade. Right panels illustrate the observed response
in the unblocked condition and the predicted responses derived from Equation 3. based on the independent respon.ses of the
autonomic branches under selective blockades. Error bars depict illustrative standard errors for the unblocked response. [Redrawn
with permission from Quigley & Berntson. 1990.]

The data of Figure 4 are replotted on the effector surface in
Figure 5. The most striking feature of this representation is the
relatively limited response range on the autonomic effector sur-
face. Consequently, the relevant segment of the effector surface
is expanded in Figure 5 for illustration. The expanded inserts
depict the temporally unfolding cardiac response as movements
along the two autonomic axes. The data points in the inserts rep-
re.sent the momentary autonomic locus over sueeessive seeonds,
beginning at the baseline locus at the (0, 0) intersection. For illus-
tration, the axes units are expressed in millisecond change in
heart period (i.e., C S , and C,,Pj). The general pattern of
autonomic response to the low-intensity stimulus is distributed
predominantly along the diagonal of coactivity, whereas that to
the high-intensity stimulus lies largely along a line parallel to the
sympathetic axis (uncoupled sympathetic mode), with a late
occurring parasytnpathetic withdrawal (reciprocal sympathetic
mode).

Although interactions between the autonomic divisions (Z,̂ )
have been demonstrated, omission of the interaction term did
not seriously confound the observed re.sponses (Figure 4) rela-

tive to that predicted from the independent autonomic activi-
ties derived from selective blockades. This result may be due in
part to the relatively modest basal activational levels, because
interactions are most salient at higher levels of sympathetic and
parasympathetic activation. Moreover, the cardiac responses
entailed relatively small displacements on the autonomic plane
and the effector surface (Figure 5). Thus, variance attributable
to interactions would be expected to contribute minimally to the
observed responses.

The Need for an Autonomic Space Representation
A recent conditioning study illustrates the utility of a representa-
tion of cardiac respon.ses in autonomic space and the ambiguity
that can result t rom simple end-organ measures of chronotropic
state (Iwata & LeDoux, 1988). Rats were conditioned to an audi-
tory conditioned stimulus (CS) and a shock unconditioned stim-
ulus (US) while cardiovascular measures were obtained.
Experitnental groups included a forward-conditioning group and
a pseudoconditioning group. In spite of the different stimulus
contingencies and associative processes in these two groups, both
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Figure 5. Cardiac responses to a nonsignal acoustic stimulus of Iwo
intensities, as depicted on the chronotropic effector surface. The func-
tions depicted on the effector surface are derived from Liquation 3 and
represent the time-varying loci (2-s intervals) as.sociated with the post-
stimulus responses depicted in Figure 4. The relevant segments of the
effector surface are expanded in the inserts. These inserts depict the car-
diac response as movements along the two autonomic axes. For illus-
tration, the axes units of the inserts are expressed in millisecond change
in heart period (i.e.. C, .V, and Ci,P,) from ba.seline. The large dot at
the center (0. 0) of the insert is the basal starting point, and the lines
extending from (and returning toward) this basal point depict the tem-
porally unfolding cardiac response. Data points (small dots) depict the
cardiac response over 2-s intervals, t or clarity, several data points are
omitted at the end of the poststimulus time functions. The general pat-
tern of autonomic response to the low-intensity stimulus is distributed
predominantly along the diagonal of coactivity, reflecting autonomic
coactivation. The data reveal a temporal structure to ihis coactivation,
however, with the initial response (first poststimulus data point) reflect-
ing largely a parasympathetic activation, followed by a sympathetic
increment (second poststimulus data point). In contrast, the high-inten-
sity stimulus yielded a response function Ihat lies largely along a line par-
allel to the sympathetic axis (uncoupled sympathetic mode).

showed a comparable cardioacceleratory response to the CS.
Control rats given random presentations of an auditory CS and
a shock US uniformly displayed tachycardia in response to the
CS, presumably reflecting a nonspecific sensitization. As a
group, the forward-paired experimental animals showed a sta-
tistically similar mean acceleratory respon.se to the CS. The chro-
notropic response of the conditioned animals, however,
appeared to have an autonomic origin different from that of the
response of controls.

Although the overall chronotropic response to the CS was
sitnilar for the two groups, pharmacological blockade revealed
a fundamental difference in the autonomic bases of these car-
diac responses. For the conditioning group, parasympathetic
blockade dramatically increased the cardioacceleratory respon.se,
suggesting that the CS evoked a concurrent vagal activation that
normally dampened the sympathetically driven acceleratory
respon.se. Consistent with this interpretation, sympathetic block-
ade unmasked a notable bradycardia in response to the CS (see
Figure 6), which represents the prototypic pattern of coactiva-
tion (Berntson et al., 1991). In contrast, the cardioacceleratory
re.sponse of the pseudoconditioning group was largely eliminated
by sympathetic blockade, but this blockade did not unmask a
bradycardic response. Moreover, the cardioacceleratory response
in this group was largely unaltered by parasympathetic block-
ade (Figure 6). These results in control animals are consistent
with a CS-induced increase in sympathetic drive to the heart
(uncoupled sympathetic mode), which may be attributable to
nonspecific conditioned fear or anxiety reactions to genetal con-
textual cues.

As depicted in the right panels of Figure 6, the predicted
response template derived from Equation 3 again showed a rel-
atively good fit with the observed cardiac responses. Although
some discrepancy is apparent for the conditioned animals, the
unblocked and blockade data were obtained from separate
groups of animals, and the discrepancies were within the range
of variation seen from group to group in the unblocked condi-
tion over three separate experiments.

A representation of these general modes of autonomic
response are presented on the effector surface in Figure 7. This
figure reveals that the cardiac responses were confined to a rel-
atively small portion of autonomic space, even though they
ranged up to 35 bpm change. The expanded displays of Figure 7
reveal a predominant autonomic coactivation in the condition-
ing group, and a predominant uncoupled sympathetic mode in
the pseudoconditioning group. If these results were considered
solely from the perspective of the cardiac respon.ses in unblocked
animals, no evidence of conditioning would be apparent. Sub-
stantive differences between the groups were tevealed by selective
autonomic blockade, however, which permitted an evaluation
of the independent activities of the two autonomic divisions.
Vagal blockade revealed a considerably larger sympathetically
driven respon.se to the CS in the conditioning group, which was
masked in the unblocked conditions by vagal coactivation.

Autonomie Versus Functional Spaees

The autonomic plane and its effector surface offer a general
model for characterizing and representing autonomic functions.
The baroreceptor-heart rate reflex can be mapped onto the auto-
nomic space model to illustrate two important points. First, as
with behavioral variables, even powerful physiological refiexes
may occupy only a limited portion of autonomic space. Second,
because of transforms imposed by refiex circuits or higher level
processes, experimental continua (e.g., blood pressure, stimu-
lus intensity, etc.) may not map linearly onto autonomic axes.
For example, a unit change in blood pre.ssure tnay not uniformly
translate into a fixed increment in autonomic outflow. In view
of these considerations, we developed an alternative functional
space representation that (a) depicts only the relevant subcom-
ponent of autonomic space and (b) offers functional axes units
that may be more u.seful for some types of experimental questions.



Autonotnic space 53

O 12

2

0
O
O
D

0
to

O

a
to
0

Condit ioning

- 8

- 1 2

10

propranolol

atropine

2 3 4 5 6 7 8 9 10
- 1 2

Observed
- —- Predicted

- 6

-1 0

Contro
1 2

propranolol

-8

10
- 1 2

4 5 6 9 1 0

— Observed
- Predicted

0 1 10

Time (s) Time (s)

Figure 6. Cardiac responses to an auditory conditioned stimulus (CS) for shock in conditioned and pseudoconditioned animals
(/Vs = 8-10). Left panels illustrate responses in the unblocked condition (solid lines) and after sympathetic (propranolol. 1 mg/kg)
or para.sympathetic (atropine, 2 mg/kg) blockade. Right panels illustrate the observed re.sponses in the unblocked condition and
the predicted responses derived from Equation .1. Error bars depict illustrative standard errors lor the unblocked response.
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The Baroreflex: Autonomic Space
and the Effector Surface
The data set for baroreflex mapping was derived from the com-
prehensive study of Head atid McCarty (1987). Blood pressure
was experimentally manipulated by bolus infusions of the pres-
sor agent phenylephrine and the va.sodilator nitroprusside. This
study was particularly appropriate because the pressor manip-
ulations were wide enough to cover the entire dynamic range of
the baroreflex and because the autonotnic ba.ses of the reflex
responses were studied by .selective pharmacological blockade
of the autonotnic branches. The general results of this study
are illustrated in Figure 8, which displays heart period as a func-
tion of blood pressure. The solid line shows the baroreflex rela-
tionship in the unblocked condition, and dashed lines indicate
the corresponding functions under sytnpathetic and parasytn-
pathetic blockade. The bottom panel of Figure 8 shows the
observed baroreflex function and the predicted function derived
from Equation 3, based on the independent activities of the
autonomic branches under selective blockade. There is close
agreement between the observed and predicted functions, even
in the absence of an interaction term.

The data obtained under selective autonomic blockades pro-
vide the marginal functions needed to map the reflex onto the
autonomic plane and its effector surface (Figure 9). The baro-
reflex entails a predominantly reciprocal mode of autonomic
control, with a dynamic range that occupies only a limited por-
tion of autonomic space. Figures 8 and 9 also illustrate the fun-
damental nonlinearity between blood pressure and both heart
period and the autonomic axes. This nonlinearity is most appar-
ent in the asymptotic portions ofthe baroreflex function, where
further blood pressure variations have no appreciable impact on
autonotnic outflows or heart period. The nonlinearities in the
transform of blood pressure onto autonomic axes is illustrated
in the insert of Figure 9, which shows the relationship between
equal increments (10 mmHg) in blood pressure and units of
autonomic activation. The spacing of these blood pressure units
is not equivalent along the autonomic axes and necessarily
become especially compressed in the asymptotic regions of the
baroreflex.

The nonlinear mapping of blood pressure onto the auto-
nomic axes may be partly attributable to the proximity of the
lower asymptote to the sympathetic ma.\ima and parasympa-
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Figure 7. Cardiac responses to an auditory conditioned stimulus in con-
ditioned and pseudoconditioned animals (from Figure 6). as depicted
on chronotropic effector surface. The relevant segments of the effec-
tor surface are expanded in the inserts, which depict the cardiac response
as movements along the two autonomic axes. For illustration, the axes
units of the inserts are expressed in millisecond change in heart period
(i.e., C, .S, and C,,Pj) from baseline. The large dot at the center (0, 0)
of the insert is the basal starting point, and the lines extending from this
basal point depict the temporally unfolding cardiac response. Data points
{small dots) depict the second-by-second cardiac responses. The general
pattern of autonomic response in the conditioned animals is distributed
predominantly along the diagonal of coactivity. This response revealed
a clear temporal structure, with an initial progressive sympathetic acti-
vation over the first few seconds followed by parasympathetic activa-
tion. The response of pseudoconditioned animals lies predominantly
along a line parallel to the sympathetic axis (uncoupled sympathetic
mode), although smaller fluctuations in para.sympathetic control are al.so
apparent.

thetic minima of autonomic space (lower right corner of Fig-
ure 9). The parallel nonlinearities at the upper asymptote cannot
be accounted for by limits of autonomic space, however, because
the function does not approach autonomic boundaries at that
point. Rather, the nonlinear mapping of the baroreflex onto the
autonomic axes appears to arise in part from nonlinearities in
the baroreceptors and/or reflex circuits (Spyer, 1990).

The limitations in the range of autonomic control achieved
by the baroreflex and the nonlinear mapping of blood pressure
onto the autonomic axes suggest an alternative representation
of the baroreflex and other functional or psychophysiological
relationships. This representation entails a restricted mapping
onto a subcomponent of autonomic space and a rescaling of the
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control condition (solid function) and after sympathetic (propranolol)
or parasympathetic (atropine) blockade. The lower panel illustrates the
observed unblocked response and the predicted function derived from
Equation 3, based on the independent responses of the autonomic
branches under selective blockades. [Redrawn with permission frotn
Head& McCarty, 1987.)

axes into functional (e.g., physiological, stimulus, or behavioral)
units.

The Functional Plane and Its Overlying Surface
Figures 5-9 illustrate that autonomic responses evoked by behav-
ioral or reflexive stimuli may occupy only a limited range of
autonomic space. Hence, psychophysiological respon.ses could
be repre.sented within a subcomponent of this space, as depicted
in the inserts of Figures 5, 7, and 9. Natural boundaries of these
autonomic subspaces are the maximal ranges of the autonomic
axes over which movements are possible with a given class of
stimuli or within a given experimental context.

For psychophysiological studies, it may also be desirable to
express the axes of this subspace in functional units correspond-
ing to experimentally relevant independent variables, such as
shock intensity, tone frequency, or blood pressure. As for the
baroreflex, these functional units may not map linearly onto the
autonomic axes. Frequently, the transforms frotn antecedent
stimuli to physiological or behavioral effects assume a sigmoi-
dal shape, with a lower asymptote below threshold and an upper
asymptote reflecting ceiling effects, as in the baroreflex func-
tions of Figure 8.

In the full autonomic space maps considered thus far, these
nonlinearities are excluded, because these maps were restricted
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Baroreflex

Figure 9, Baroreflex-heart peiiod function (from Figure 8), as depicted
on the effector surface. The relevant segment of the underlying auto-
nomic space is expanded in the insert, which depicts the chronotropic
states a.s.sociated with varied blood pres.sure as displacements along the
two autonomic axes. For illustration, the axes units of the in.serts are
expressed in millisecond change in heart period (i.e.. C^Sj and C,,Pj)
from resting baseline. The large dot at the center (0, 0) of the insert is
the basal starting point, and the remaining data points (stiiall dot.s) depict
the chronotropic state for each 10-mtiiHg change. (Because of the size
of the baroreflex rcspon.se, the axes of the in.scrt extend beyond the
boundaries of the effector surface.) The solid line repre.sents the baro-
rcllcx function extending from 60 mmHg (lowest data point in Ihe insert)
lo 160 mmHg (upper data point). Ihe dolled lines extending from the
data points to the sytnpathetic and patasytnpathetic axes illustrate the
nonlinear mapping of the equivalent lO-mniHg sleps onio ihe autonomic
axes. The general autonomic mode of the baroreflex is reciprocal.
although with progressively increasing blood pressure ihe baroreflex
function is characterized largely by uncoupled parasympathetic acti-
vatioti.
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continuum.

to the relationship between autonomic outflows and cardiac
chronotropy. Alternatively, the axes could be expressed in func-
tional units, in which ca.se the resulting surface would reflect the
effects of antecedent manipulations on the autonomic control
of the tatget-organ state. That is, the functional surface would
capture both the relationship between antecedents and auto-
nomic outflows and the relationship between autonomic out-
flows and organ effects. In a previous theoretical review, we
modeled functional surfaces for a wide variety of sigmoidal ante-
cedent activation functions (Berntson et al., 1991). This mod-
eling revealed eommon features of funetional surfaces that
transcend specific shapes or slopes of the activation sigmoids,
which may vary from antecedent to antecedent. The alternative
perspective offered by tbese functional surfaces renders some
psychophysiological principles and relationships more readily
apparent than the full effector surface.

As illustrated in Figure 10, a given antecedent stimulus or
condition can be cbaracterized by its sigmoidal activation effects
on the two autonotnic bratiches. This anteeedent activation may
yield coactivation, reciprocal activation, or uncoupled activity
of the autonomic branches. The activation functions of Fig-
ure 10, together with intermediate forms, yield the functional
surface illustrated in Figure 11. With the axes expressed in units
of antecedent activation, the functional surface reflects the
impact of this antecedent on the functional state of the organ.

The antecedent activation sigmoids are apparent in the sympa-
thetic and parasympathetic marginals of the functional surface,
where one autonomic division varies and the other remains con-
stant. Reciprocal modes of control lie along or parallel to the left
to right diagonal, coactive modes are along or parallel to the
front to back diagonal, and uncoupled modes lie parallel to
the axes.

Laws of autonotnic constraint. The functional surface of Fig-
ure 11 illustrates three laws of autonomic constraint, as previ-
ously enumerated (Berntson et al., 1991). The law of dynamic
range asserts that psychophysiological lability is constrained by
the topographic features of the functional surface and its auto-
nomic boundaries. The effect of baseline state on phasic reac-
tivity has long been recognized (Lacey & Lacey, 1962; Wilder,
1931, 1967). An increase in basal heart period from the middle
of the funetional surface to the maxima at the left axes inter-
section of Figure 11, for example, would preclude further heart
period increases because autonomic boundaries had been
reached. This is the essence of the law of initial values (LIV),
which asserts a dependency of phasic response on initial base-
line levels. The law of dynamic range is broader than the laŵ
of initial values, however, and incorporates additional con-
straints on reactivity to which the LIV is blind. Changes in basal
state along the coactive diagonal (front to rear axes intersections
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coactivity

Figure tl. Autonomic functional space and surface. The parasympa-
thetic and sympathetic axes are expressed as functions of antecedent acti-
vation conditions (.S'/iu,). rather than as units of aulonomic outllow.
The sigmoidal functions apparent along the marginals represent the acti-
vation functions of Figure 10. The overlying surface depicts the relative
chronotropic state of the heart, as derived from liquation 3, lor all loci
on the functional plane. Dotted lines on the functional space represent
isoeffector contour lines, illustrating loci within autonomic space ihat
have equivalent functional effects on the end organ.

of Figure 11) are not associated with alterations in the functional
state of the organ, and hence the LIV does not apply. Never-
theless, basal changes along this diagonal are associated with
dramatically different autonomic constraints. For a baseline
locus at the rear axes intersection, no further sympathetic or
vagal activation is possible. A baseline locus at the front axes
intersection, however, although associated with the same basal
heart period, would not preclude either sympathetic or vagal
activation. Rather, modes of sympathetic or vagal withdrawal
would now be precluded. Because the constraints on autonomic
reactivity along the coactivity dimension are not associated with
notable variations in the tonic state of the organ, the broader
set of autonomic constraints cannot be derived from baseline
measures alone.

In addition to the limits of dynamic range, constraints on
organ lability are imposed by the direction of movement within
autonomic space. The law of reactive lability maintains that a
unit movement, from a given locus in autonomic space, yields
varying magnitudes of organ response as a function of the mode
of autonomic control. A given movement along the reciprocal
diagonal yields a large change in the functional state of the tar-
get organ, whereas an equivalent movement along the coactiv-
ity diagonal is associated with minimal effects on organ state.
The essence of the law of reactive lability is that constraints on
target organ lability, associated with the modes of autonomic
control, are apparent even at loci remote from dynamic range
boundaries.

The law of directional stability asserts that there are funda-
mental differences in the directional consistency of target organ
respon.se associated with different modes of autonomic control.
For reciprocal respon.ses, such as sympathetic activation and

parasympathetic withdrawal, the changes in each autonomic
branch yield synergistic respon.ses in the target organ. Hence,
variations in the relative changes of the two divisions do not alter
the direction of the target organ response. In contrast, coactive
modes entail conjoint activation of the autonomic divisions,
which yield opposite organ responses. Con.sequently, the direc-
tion of target organ response is highly dependent on the relative
dominance of the sympathetic or parasympathetic responses.
Movements directly along the coactivity diagonal may yield no
organ respon.se, whereas parallel movement vectors on opposite
sides of the coactivity diagonal yield organ responses of oppo-
site direction.

The laws of autonomic constraint impose fundamental lim-
itations on vi.sceral respon.ses. In some cases, these constraints
are intuitive, .such as for the law of dynamic range. In other
instances, constraints are less obvious. The law of directional
stability, for example, asserts that a specific movetnent within
autonomic space can yield diametrically opposite organ re-
sponses, depending on the locus from which the movement
begins. Moreover, the law of reactive lability further qualifies
the magnitude of this organ response, depending on the specific
direction of movement from a given basal point. Although not
intuitively obvious, the functional surface repre.sentation of Fig-
ure 11 permits a spatial visualization of these relationships.

The baroreftex and its functionat surface. The discussion
above illustrates some general features of autonomic functional
surfaces. In the present section, we illustrate the mapping of the
barorefiex onto an empirically instantiated functional surface.
Becau.se the level of sympathetic and parasympathetic activation
is directly related to blood pre.ssure (see Figure 8), the autonomic
axes (Si and Pj) of Equation 3 could be expressed as functions
of mean arterial pre.ssure: .S, =f,,(MAP) atid Pj =f,(MAP).

Figure 12 illustrates the barorefiex plane and as.sociated func-
tional surface, with axes specified in linear units of mean arte-
rial pressure (mmHg), and with the axes bounded by the
dynamic range of the barorefiex. The sigtnoidal functions relat-
ing blood pressure to activities in the two autonomic branches
are apparent at the sympathetic and parasympathetic margin-
als. The nonlinearities of this surface refiect the fact that, in
addition to the linear transform between autonomic outflows
and organ effects, the functional surface also incorporates the
nonlinear transform from antecedent stimuli (blood pressure in
this case) to autonomic outflows.

The functional surface of Figure 12 offers a graphical depic-
tion of the nonlinearities inherent in the transform from the
antecedent condition (blood pre.ssure) to the chronotropic state
of the heart. In the baroreflex example, the functional surface
represents merely a conceptual model for illustration. This sur-
face could not be fully realised empirically because the units of
the functional axes (mmHg) are equivalent, so that translation
along one axis is necessarily a.ssociated with an equivalent trans-
lation along the other. Given variations in blood pressure, the
empirical function would lie along a single vector on the auto-
nomic surface (see Figure 12). With orthogonal axes units related
to distinct antecedents, however, the full functional surface
could be manifest empirically. Given the essential linearity
between autonomic outfiows and heart period, the functional
surface would represent a topological tnodel of the nonlineari-
ties inherent in the transformation from antecedent conditions
to autonotnic outflows. This functional surface depiction
affords an important perceptual repre.sentation of the modes of
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Figure 12, Baroreflex functional space and surface. The parasympa-
thetic and sympathetic axes are expressed in functional units of blood
pressure. The signioidal functions apparent along the marginals repre-
sent the independent activities of the autonomic branches (from Fig-
ure 8), as obtained under selective autonomic blockades. The overlying
surface depicts the relative chronotropic state of the heart, as derived
from Equation .1, associated with all loci in the functional space. The
solid line extending from the lower right to the upper left corner of the
functional surface illustrates the baroretiex-heart period function of Fig-
ure 8.

autonomic control and the target-organ impact of psychophys-
iological antecedents.

Summary of effector versus functional surfaces. The effec-
tor and functional surfaces of Figures 9 and 12 do not represent
mutually exclusive alternatives. Psychophysiological relation-
ships entail two tnajor classes of transforms: from psychophys-
iological antecedents to central autonotnic outflows and frotn
autonomic outflows to functional effects on end organs. The full
autonomic plane and effector surface capture the second of these
transformations, whereas the functional space and surface iticor-
porate both, albeit within a restricted area of the full effector
surface. The functional and full effector surfaces offer cotnple-
mentary perspectives, because they differentially etnphasize or
illutninate specific psychophysiological relationships. The dis-
cussion of functional surfaces is limited here to the illustration
of the relationship between psychophysiological antecedents and
autonomic space. We will further develop the concept and rep-
resentation of functional surfaces in a subsequent paper.

Interactions Between the Autonomic Divisions

The effector surfaces in Figures 5, 7, and 9 are based on a sim-
ple additive model of the indepetident activities of the autonomic
branches. Potential interactions among the branches in the
unblocked condition could alter the shapes of these surfaces.

Although the autonomic branches exert opposing actions on the
sinoatrial node, the net autonomic effect on cardiac chronot-
ropy is not always a simple algebraic sum of the independent
actions of the two divisions. Rather, inhibitory interactions
atnong the autonomic branches are known to exist in both direc-
tions (Hall & Potter, 1990; Levy, 1984; Levy & Zieske, 1969;
Manabeet al., 1991; Warner & Levy, 1989; Yang & Levy, 1984).
The most powerful and well established of these is a vagal inhi-
bition of sympathetic chronotropic effects. Although in some
laboratory conditions high levels of vagal activity may com-
pletely obscure sympathetic effects on the heart, the magnitude
of interaction under normal physiological conditions is less clear.
This issue is further clouded by the fact that high levels of sym-
pathetic activity can also inhibit parasympathetic control
through the release of neuromodulators (e.g., neuropeptide Y),
which are colocalized in sympathetic terminals (Hall & Potter,
1990; Levy, 1984; Manabeet al., 1991). These neuromodulators
have a relatively long lateticy and time course, which would min-
itnize their appearance in acute nerve stimulation studies. Fur-
ther cotnplexities arise because interactions among autonomic
nerves are strikingly dependent on the phase relationships
between the vagal and sympathetic activities (Yang & Levy,
1984).

Based on conjoint nerve stimulation studies in anesthetized
preparations. Levy and Zieske (1969) reported an approximately
60% reduction in sympathetic chronotropic effects with vagal
stitnulation in the dog, and Smith (1972) reported an approxi-
tnately 50% inhibition in the rabbit. A recent study has exam-
ined autonomic interactions under more natural conditions, with
.sympathetic activation induced by exercise in unanesthetized
free-moving dogs (Stramba-Badiale et al., 1991). Under these
conditions, vagal stimulation through chronically implanted
electrodes yielded a maximum inhibition of exercise-induced
tachycardia of approximately 25%.

Although interactions among the autonomic branches do not
alter representations of psychophysiological responses on the
autonomic plane, they can distort the cardiac effector surface.
These interactions would be expected to be maximal at high lev-
els of vagal and sympathetic activity. Indeed, no interactions
would be possible at three of the four corners of autonomic
space, where activity of one or both of the autonomic divisions
is null. Hence, potential interactions would not confound the
estimate of HPp,,,,,, (left axis intersection), HPs^^^ (right axis
intersection), or 0 (front axis intersection). Potential interactions
would be greatest at the rear axis intersection, where sympathetic
and parasytnpathetic activities are maximal, and would be
expected to decline as a function of distance from this point.

Although interactions among the autonomic branches cer-
tainly warrants additional study, the existence of such interac-
tions would not seriously distort the analysis presented here.
Figure 13 shows the expected effect on the effector surface of
a 50% vagal inhibition of sympathetic chronotropic control at
tnaximal levels of activation. This effect would cant the rear cor-
ner of the surface upward along the z-axis by 21 ms, elevating
it half-way toward the parasympathetic maximum. The effect
of the interaction would be expected to decrease as one moved
away from the rear axes intersection. A linear decline is mod-
eled in Figure 13. At basal autonomic levels in the rat (from Fig-
ures 5, 6, and 7), this decline would translate into a discrepancy
of le.ss than 1 % (=1.5 ms) in the estimate of basal heart period
derived from Equation 3. Moreover, given the largest heart
period response reported by Iwata and LeDoux (1988) in a con-
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Figure 13. Effect of interaction.s among the autonomic branches on the
effector surface. The upper surface depicts the consequences of vagal
inhibition of sympathetic chronotropic effects. The lower surface illus-
trates the effector surface in the absence of interaction.s. The upper sur-
face is modeled on a 50% inhibition of sympathetic chronotropic effects
at maximal vagal activity.

ditioned aversion paradigm («9 ms or 35 bpm; see Figure 7),
this interaction would distort the expected response amplitude
by approximately 0.8 ms, or less than 9%.

The minimal impact of interactions is also indicated by the
generally close agreement between observed cardiac responses
and predicted functions based on the independent activities of
the sympathetic and parasympathetic divisions in the absence
of an interaction term. Indeed, the baroreflex manipulation
resulted in the largest displacement on autonomic space and
would be expected to involve the largest bias from autonomic
interactions. Potential interactions would yield a discrepancy
between the observed baroreflex function in the unblocked con-
dition and the function predicted from Equation 3 (with the
interaction term set to 0). In fact, there was a clo.se correspon-
dence between the predicted and observed functions (see Fig-
ure 8). The relatively small interaction effect may be attribut-
able to .several factors, including (a) the limited range of psy-
ehophysiological respon.ses, relative to the full autonomic space,
(b) the fact that basal locations in autonomic space are close to
the front axes intersection, where the effects of interactions
would be minimal, and (c) the reciprocal mode of response,
which precludes high concurrent levels of activity in both auto-
nomic branches.

We do not suggest that interactions are trivial. The quanti-
tative enumeration of autonomic interactions would only fur-
ther increa.sc the theoretical and practical significance of the
proposed model of autonomic space. Rather, for the initial
development of an autonomic space model, the ab.sence of an
interaction term is unlikely to seriously distort interpretations
of psyehophysiological responses in most behavioral paradigms.

of the Autonomic Space Model (o Humans

The model of autonomic space as developed here has consider-
able implications for psyehophysiological theory and measure-
ment. Although the principles derived from the pre.sent analysis
apply even in the absence of an explicit model of autonomic
space in humans, the development of such a model clearly would
be desirable. This development should be relatively straightfor-
ward, and much of the requisite information is extant in the cur-
rent literature.

Direct stimulation studies of cardiac nerves indicate that
humans, like other animals, have a relatively linear autonomic
space up to asymptotic levels (Carlson et al., 1992; Carlsten
et al., 1957). Maximal baroreflex activation and exercise could
provide an estimate of HPs,,,,,, and have been extensively doc-
umented in human studies, including the requisite studies of
autonomic blockade (Ekblom et al., 1973; Jose, Stitt, & Colli-
son, 1970; Lewis, Nylander, Gad, & Areskog, 1980; Ribeito,
Ibanez, & Stein, 1991; Robin.son, Epstein, Bei.ser, & Braunwald,
1966; Rowell, 1986). Similarly, HPp,,,,,, can be estimated from
potent vagal reflexes and from the maximal heart period under
vagal stimulation (Carlson et al., 1992). Intrinsic heart period
can be determined from effects of dual pharmacological block-
ade of the autonomic branches (Lewis et al., 1980; Ribeiro et al.,
1991; Robinson etal. , 1966; Sutton,Cole, Gunning, Hickie, &
Seldon, 1967). Additional information on the intrinsic rate may
be available from denervated transplanted hearts (McLaughlin
et al., 1978; Pope, Stin.son, Daughters, Ingels, & Alderman,
1980; Sloan et al., 1990). Although the specific parameters of
autonomic space for ihe human will differ from tho.se of the rat,
general features of autonomic space and the effector surface
may be highly similar. For example, chronotropic control
appears to be linearly related to neural activity in both rats and
humans, and the vagal nerve has a considerably wider dynamic
range than does the sympathetic division in both species.

An important consideration that arises in the development
of a model of autonomic space for the human is the likely dif-
ferences in the parameters of the equation across age, sex, state
of aerobic conditioning, or other individual differences.
Although such factors can readily be controlled in animal work,
human studies may be more limited in their ability to as.se.ss or
control for these factors. Hence, autonomic space models may
be restricted in the subject populations to which they can be
applied. This i.ssue should be investigated further, but these vari-
ables may be less problematic than they tnight appear. Although
0 in humans varies with age and aerobic conditioning, these rela-
tionships are lawful and specifiable (Jo.se et al., 1970; Lewis
et al., 1980; Sutton et al., 1967).

In summary, extension of the autonotnic space tnodel to
human subjects appears feasible. Much of the basic informa-
tion necessary for this extension already exists in the psyehophys-
iological and physiological literature. Even in the absence of the
quantitative construction of the full autonomic space, analyses
can still be applied to more restricted functional spaces. More-
over, the principles derived above are generally applicable to psy-
ehophysiological studies.

Conclusions

It will ultimately be important to extend the autonomic space
model to humans, as psychophysiologicai relationships continue
to be refined. This imperative is underscored by the early report
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of Obrist et al. (1965) that autonomic coactivation is evoked by
a conditioned aversive stimulus in human subjects. This obser-
vation is consistent with that of Iwata and LeDoux (1988) in the
rat and underscores the need for a two-dimensional tnodel of
autonomic space. Because of the conjoint activation of oppos-
ing branches of the .^NS, coactive modes of autonomic control
yield a fundatnentally unstable directional response in target
organs (Berntson et al., 1991). Depending on which division
dominates, the cardiac re.sponse may be either tachycardia or
bradycardia. Consequently, the inherent order in psychophys-
iological relationships may not be apparent when only simple
measures of end-organ state are obtained. Rather, the modes of
autonomic control may have a more consistent relationship with
psychological variables. Thus, the human subjects in the Obrist
et al. (1965) study displayed bradycatdia to the conditioned aver-
sive stimulus, whereas rats in the Iwata and LeDoux (1988) study
showed tachycardia. In both cases, however, subjects demon-
strated a consistent coactive mode of autonomic control in the
aversive conditioning context.

The importance of the two-dimensional model of autonomic
space does not lie merely in its ability to more accurately depict
psychophysiological responses. Rather, this tnodel offers a con-
ceptual platform to clarify psychophysiological laws or princi-
ples. Although the law of initial values was enumerated over six
decades ago (Wilder, 1931, 1967), its fundamental basis and the-
oretical status have yet to be fully clarified. We have argued else-
where (Berntson et al., 1991) that the law of initial values can
be subsumed by more cotnprehensive laws of autonomic con-
straint derived from the autonotnic space model. This atialysis
reveals a nutnber of constraints on autonomic reactivity, only
a subset of which are subject to the law of initial values. Move-
ments within autonotnic space along isoeffector contours are
associated with changing autonomic constraints. Becau.se these

movements are not mirrored by alterations in the basal chrono-
tropic state of the heart, those varying constraints are invisible
to the law of initial values. These constraints, however, are
inherent to the law of dynamic range and to the autonomic space
model from which it was derived.

The growing recognition of the need for a more comprehen-
sive characterization of autonomic control is apparent in the
increasing efforts to identify components of autonomic activa-
tion (Allen & Crowell, 1989; Allen, Obrist, Sherwood, &
Crowell, 1987; Johnson & Anderson, 1990; Obrist, 1981; Pol-
lak & Obrist, 1988; Stemmler et al., 1991), and to develop selec-
tive noninvasive psychophysiological indices of the autonomic
divisions. Among the more promising developments are those
in impedance cardiography (Kelsey & Guethlein, 1990; Sher-
wood, Dolan, & Light, 1990), and efforts to parse frequency
components of autonomic response (Berntson, Cacioppo, &
Quigley, 1993; Grossman & Wientjes, 1986; Porges, 1986;
Porges & Bohrer, 1990). Further developments in these and
other areas will likely facilitate the noninvasive measurement of
autonomic space.

In summary, a single-vector model of an autonomic contin-
uum leads to an overly restrictive conception of autonomic con-
trol, which is belied by established empirical findings. A major
obstacle to specifying psychological events as a function of phys-
iological processes [ i/- =/(<^)] is the many-to-one mappings that
tnay obtain between autonomic space and organ response and
between behavioral variables and autonomic space (Cacioppo
& Tassinary, 1990). The present model provides a conceptual
platform for the quantitative investigation of these components
of psychophysiological relationships and for the selection of
appropriate response metrics (i.e., heart period). Representa-
tions of autonomic responses in the terms of their fundamental
origins would constitute a significant advance in psychophysiology.
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